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Literature Review 

 In March of 2024, Florida Governor Ron DeSantis signed into law a bill criminalizing all 

overnight camping in public spaces (Anderson, 2024). The timing of this new law was no 

surprise. The number of homeless individuals in the U.S. has been growing rapidly over the last 

decade. This has increased the salience of homelessness as a social problem among the public, 

which puts significant political pressure on elected officials to find quick solutions (Cohen et al., 

2019). In response, governments across the United States have pursued an agenda of 

criminalizing homelessness. According to the National Law Center on Homelessness and 

Poverty, the last decade has seen a 69% increase in the number of U.S. cities with public 

camping bans, a 43% increase in those with begging bans, an 88% increase in those that ban 

standing or laying around in public spaces, and a staggering 143% increase in those that ban 

sleeping in vehicles (Rankin, 2019). As a result, there are now hundreds of U.S. cities in which 

many aspects of a homeless person’s daily life are now criminal activities. Florida’s statewide 

ban on public camping is only the latest development in this nationwide trend. 

 Academic literature is in widespread agreement that these measures criminalizing 

homelessness are ineffective, expensive, and cruel. Regarding the former, advocates for 

criminalizing homelessness often argue that such measures are necessary to push the homeless 

into social services such as shelters (Anderson, 2024). And research does lend some credence to 

this viewpoint. After Denver instituted a public camping ban in 2012, for instance, 40% of the 

city’s surveyed homeless population said they sought out shelter beds more frequently than 

before the ban (Langegger & Koester, 2016). However, this did nothing to change the actual 

number of homeless people living on the city’s streets every night. Like every major U.S. city, 

Denver’s shelters were already operating at capacity almost every night before the ban 



(Robinson, 2017). In addition, many homeless people do not have the option of staying in 

shelters due to common restrictions on pets, couples, the mentally ill, LGBTQ people, substance 

abusers, or those with criminal convictions staying within them (Rankin, 2019). And this is all 

before considering that homeless shelters are often overcrowded, unsanitary, noisy, and 

dangerous places for people to stay (Rankin, 2019). In short, the chronically homeless often lack 

any reasonable alternative to living in public spaces. 

 Due to these barriers, academic studies overwhelmingly find that these laws do not move 

people off the street and into housing. Instead, almost every homeless person who is approached 

by police merely moves to a new location or waits for the police to leave before resuming their 

behavior in the original location (Robinson, 2017). And not only do these laws do nothing to 

move people into housing, but they make it more difficult to escape poverty and homelessness. 

Interviews with the homeless commonly find that police interactions erode trust and create an 

adversarial relationship between the homeless and the rest of the community (Cohen et al., 

2019). This often prevents the homeless from being willing to work with outreach workers or 

seek out social services themselves. Furthermore, since these laws commonly lead to the 

homeless being arrested for performing necessary daily activities, they saddle many with 

criminal records they would not otherwise have (Clifford & Piston, 2016). This makes it near 

impossible for these individuals to access shelter beds or land a job, further preventing them 

from escaping homelessness and poverty. Due to these impacts, almost every scholar agrees that 

these laws actually increase the prevalence of homelessness in the communities in which they are 

enacted. At a significant cost to local government too, it should be added. Seattle, for example, 

spent over $20 million displacing homeless people in 2018 (Rankin, 2019). 



 In addition to being ineffective and expensive, scholars are in unanimous agreement that 

laws criminalizing homelessness are highly detrimental to the health and well-being of homeless 

individuals. The most common manifestation of these laws is the “move along” order. While 

seemingly benign, the cumulative effect of these orders on the life of a homeless person is 

disastrous. Most notably, they force those sleeping on the streets out of the central, well-lit areas 

of a city most often patrolled by the police. Instead, these individuals are forced to walk miles to 

the city’s outskirts to find a restful night’s sleep. These areas are almost always significantly less 

safe, and this inevitably results in the homeless being victimized and traumatized at much higher 

rates (Robinson, 2017). Furthermore, in order to survive day-to-day, the homeless must rely on 

sophisticated micro-geographical patterns. They need a place to sleep, a place to do laundry, a 

place to cook or receive food, a place to charge their phone, a place to socialize, a place to store 

their things, and many more. Yet, if the individual is constantly being forced to move into new, 

unfamiliar locations, these patterns become impossible to establish. This can make it nearly 

impossible for a homeless person to accomplish the day-to-day activities necessary for dignified 

survival (Langegger & Koester, 2016). And this is all before considering the physical and 

psychological pain, as well as the destruction of personal property, regularly inflicted on the 

homeless by the police in their more hostile interactions (Robinson, 2017). 

 It is fair to wonder, then, why governments are increasingly coming to utilize the 

criminalization approach to homelessness when scholars have long and conclusively established 

that it is ineffective, expensive, and cruel. The answer can be found in the final justification Ron 

DeSantis gave for signing Florida’s new public camping ban: “Homelessness is a blight on our 

cities and a nuisance for business” (Anderson, 2024). The fact of the matter is that most people 

do not see the homeless as fellow community members or even as human beings. Instead, the 



homeless are viewed as “human trash” – an urban pollution that must be cleaned up or at least 

hidden so to protect the aesthetics of the city (Bonds & Martin, 2016). In fact, studies find that 

Americans react to visible poverty with higher rates of negativity than to any other marginalized 

trait, including race (Rankin, 2019). Some scholars argue that this is due to biological 

mechanisms. They theorize that people use the stigmata of homelessness – dirty clothing, poor 

hygiene, carrying personal belongings, etc. – as heuristics for identifying those with 

communicable diseases (Clifford & Piston, 2016). Because our brains have evolved to be 

disgusted by the sources of pathogens, we correspondingly view the homeless with disgust and 

desire physical separation from them. Other scholars theorize that stigma against the homeless is 

instead a social creation. They argue that politicians and the media’s tendency to “otherize” 

unconventional groups has led to homelessness being inaccurately framed as a problem of 

deviant behavior and personal failure (Owadally & Grundy, 2023). 

 But regardless of the reasoning behind it, the reality is that people do not want to see 

homelessness in their cities and thus support criminalization as a method for reducing its 

visibility (Robinson, 2017). However, scholars are divided on whether it actually accomplishes 

this goal. On the one hand, studies consistently find that criminalization causes the homeless to 

avoid the central areas of a city in favor of the less visible outskirts (Robinson, 2017). According 

to some scholars, this reduces the visibility of homelessness as people no longer see the homeless 

sleeping and building encampments in popular areas. However, other scholars disagree. While 

the homeless are indeed forced to sleep on the outskirts of the city, the services they rely on for 

survival remain in the center (Langegger & Koester, 2016). This means that they must still travel 

to the popular areas of the city during the hours in which the community is using them. 

Furthermore, because criminalization disrupts their ability to do laundry, attend to hygiene, and 



store their personal belongings, the homeless are less able to disguise their stigmata while in 

these popular areas (Langegger & Koester, 2016). For these reasons, other scholars theorize that 

criminalization laws actually serve to increase the visibility of homelessness. This disagreement 

represents the gap in the literature the following study is designed to investigate more fully. 

Hypothesis 1 

To fill this gap in the literature, the first hypothesis this study will investigate is: “in a 

study of cities with more than 50,000 residents, the presence of laws criminalizing homelessness 

will be associated with a greater degree of visible homelessness.” The population of interest has 

been restricted to cities with more than 50,000 residents because these are the areas to which the 

homeless naturally gravitate (U.S. Department, 2023). The independent variable, then, will be 

the presence of laws criminalizing homelessness in a given city. These laws can be broadly 

categorized by the specific behaviors they attempt to ban. Based on the behaviors identified in 

the literature review as common targets for criminalization, this study will examine the effects of 

laws banning sleeping, sitting or lying down, loitering, panhandling, storing possessions, eating, 

or bathing in public spaces. Bans on sleeping in one’s vehicle will also be included. 

One way of measuring this independent variable is to simply count up the number of 

these behaviors that a city has attempted to ban. However, this method introduces the potential 

for measurement bias. It is unlikely that each of these bans alters the visibility of homelessness in 

the exact same way. For example, it is entirely possible that a ban on sleeping in public decreases 

the visibility of homelessness while a ban on bathing in public increases it. Yet, this measurement 

scheme would code a city with either of these bans the same way, errantly treating their effects 

on the dependent variable as if they are the same. For this reason, each category of ban will need 

to be examined separately. This will be accomplished by using eight different independent 



variables – each one a nominal dummy variable measuring the presence (or absence) of 

criminalization laws banning a specific behavior in a given city. Measuring these independent 

variables will not be difficult. All U.S. cities of this size publish their municipal code online (see 

Municode Library, 2024; City of San Diego, 2024). Determining whether a city bans a certain 

behavior or not can be easily accomplished by performing keyword searches of terms related to 

that behavior on these online records. 

The dependent variable of this first hypothesis is the degree of visible homelessness in a 

given city. This is not a variable that many researchers attempt to measure, and those that do 

claim to measure it often use very narrow definitions. For example, the U.S. Department of 

Housing & Urban Development (HUD) claims to collect data on the visibility of homelessness 

through its annual point-in-time counts (U.S. Department, 2023). These counts measure the total 

number of people sleeping on the streets on a given night in January. Yet, while this data is 

certainly useful for measuring the number of unsheltered individuals in the country, its 

relationship to visibility is tenuous. These counts take place at night when there are few people 

around to actually see others sleeping in public. Additionally, these counts ignore the many other 

examples of stigmata that contribute to the visibility of homelessness: dirty clothing, poor 

hygiene, panhandling, carrying many possessions, public drug use, and more. For these reasons, 

using data from HUD’s point-intime counts – or any other organization that uses this method – 

would be inappropriate for measuring the broad definition of visibility of interest in this study. 

Similarly, police reports and citizen 311 complaints are notoriously inaccurate data 

sources that leave out most instances of visible homelessness (Robinson, 2017). In short, useful 

data on this variable is not readily available and will need to be collected directly by the 

researchers. Luckily, this can be easily accomplished through direct observation. After selecting 



a sample of cities, the researchers should identify areas within them that receive the most foot 

traffic in a given day. This is where homelessness is most visible to the general public. The 

researchers will then need to select a sample of timeframes in which they will go collect 

observational data from these areas, being careful to include a wide range of times of days of the 

week. Then, as they observe the selected areas during the selected timeframes, they should 

vigilantly record all instances of homelessness stigmata that they can visually identify. This 

method will produce frequency count data, giving this dependent variable a ratio level of 

measurement. This collection method should produce data that better captures the true scope and 

prevalence of visible homelessness than any of the data sources currently available. 

Hypothesis 2 

 The original impetus for this study was to inform debates on enacting or repealing laws 

criminalizing behaviors associated with homelessness. While the effects of such laws on the 

visibility of homelessness is likely of principal concern to residents involved in this debate, it is 

not the ultimate concern of elected officials. Instead, these officials primarily care about relieving 

the political pressure they feel to address homelessness as a local issue (Cohen et al., 2019). 

Therefore, if these laws can be proven to elevate public irritation with homelessness – either by 

increasing the prevalence of homelessness, increasing the visibility of homelessness, or by 

increasing the public’s perception of homelessness as a threat to public safety and order – then 

elected officials may be far less willing to consider these ineffective, expensive, and cruel laws 

(Langegger & Koester, 2016). Accordingly, this study will also investigate a second hypothesis: 

“The presence of laws criminalizing homelessness increases the average resident’s perception of 

homelessness as a local problem.” 



 This second hypothesis utilizes the same population of interest and independent variables 

as the first. The dependent variable, though, becomes “the average resident’s perception of 

homelessness as a local issue.” This is a variable that a great many researchers have already 

taken an interest in measuring. Organizations like the National Alliance to End Homelessness, 

Morning Consult, the Public Policy Institute of California, and more have collectively conducted 

thousands. of surveys in the last five years asking U.S. residents about this specific topic 

(National Alliance, 2024; Thomas, 2024; Torres, 2023). There is no reason to suspect that this 

survey data does not accurately measure the dependent variable of this hypothesis. Each was 

conducted with great care to ensure validity and reliability. Even between organizations, the 

methods utilized are remarkably consistent. All of them asked respondents to rate the severity of 

homelessness in their local area on an ordinal scale from “not a problem” to “a very serious 

problem.” This kind of data can easily be recoded to all use the same measurement scale, 

allowing for the use of multiple data sources together. This means that this variable has an 

ordinal level of measurement. 

The question becomes, from which combination of sources should the data be taken? 

This is a decision that should be based on two factors. First, because this study’s unit of analysis 

is the city, only data sources that include a large number of respondents from the same city 

should be selected. This will give researchers the sample size necessary to infer the average 

resident’s perception of homelessness as a local problem. Second, sources should be selected 

based on the variation in the independent variables they allow for. For example, if the 

respondents of one survey all come from cities that criminalize sleeping in public, then it would 

not be useful for analyzing how cities with this ban differ from those without it. Of course there 

is the possibility that, even collectively, these data sources do not provide sufficient variation 



across all eight independent variables. In this case, the researchers will need to collect new data 

from residents of cities with or without certain laws criminalizing homelessness (whichever is 

needed). If this proves necessary, researchers should use a survey that matches the methods and 

wordings of the other data sources as closely as possible. This increases the reliability of the data 

as a whole and will lead to more valid findings (Newcomer et al., 2015). Alternatively, the 

researchers may decide to omit any independent variable that lacks the necessary variation. 

Data Cleaning 

 After the data collection phase of the study is complete, but before the statistical analysis 

phase of the study can begin, comes the crucial step of data cleaning. If the sample data is not 

properly cleaned before conducting statistical tests with it, the study’s results may not be 

accurate in describing the population of interest due to measurement bias and violations of the 

test assumptions. It is always assumed that raw data have errors among them, so this step should 

be taken regardless of how carefully the researchers conducted the data collection phase. First, 

the researchers should ensure that there are no missing values among the data. If there are, 

common practice is that these observations be excluded from the study.  

Second, the researchers should make sure that all values included in the data fall within 

the plausible range of that variable’s coding scheme. Any values that do not fall within this range 

are indicative of reporting and recording errors having occurred during the data collection phase. 

For this study’s independent variables, this means identifying any values other than 0 and 1. For 

the first hypothesis’ dependent variable – number of observed instances of homelessness – this 

means identifying any value that is not a positive integer. And for the second hypothesis’ 

dependent variable – average residents’ perception of homelessness – this means identifying any 



value that does not fall between one and three. Any observation with these values should 

similarly be excluded from the study. 

 Since this study uses whole cities as units of observation, and collecting aggregate data at 

this level of observation requires much time and expense, there are unlikely to be more than 

thirty observations included in the sample. Thus, even a handful of observations with missing or 

implausible values could comprise a large proportion of the sample. Should this be the case, the 

researchers should question whether they need to return to the data collection phase to ensure 

that the sample data is accurate and representative before moving onto the data analysis phase. 

Third and finally, the researchers should make sure that there are no outlier values among the 

data. The presence of outliers violates the assumptions of the regression models to be utilized 

later on during the data analysis phase, neither of which are robust to violations of their 

assumptions. Outliers can be identified as those that lie more than three standard deviations away 

from that variable’s mean, either above or below. Any observations with values that fit this 

criterion should also be excluded from the study. Though, the researchers should report whether 

including them significantly alters the results that the statistical tests produce.  

Data Analysis 

Hypothesis 1 

 After data cleaning is complete, the researchers can turn their attention towards 

statistically analyzing this study’s first hypothesis. The first step in doing so is to explore whether 

the mean number of visible instances of homelessness significantly differs between cities that 

have a certain criminalization law and those that do not. The presence of significantly different 

means provides an early indication that passing a given criminalization law does have some 



relationship to the amount of visible homelessness in that city. For example, if the researchers 

find that cities which ban sleeping in one’s car have statistically higher levels of visible 

homelessness than cities without such a ban – meaning that the observed differences in the 

sample are unlikely to have been caused by sampling error – then they would conclude that it is 

possible that bans on sleeping in one’s car have some sort of relationship to visible 

homelessness; its even possible that these bans directly create more visible homelessness. While 

this initially seems to be a weak conclusion, it is a necessary first step in the data analysis phase. 

Experts always recommend testing bivariate relationships before moving on to larger models 

because doing so identifies relevant predictors and gives researchers a better understanding of 

the underlying relationships present in the data. 

 Producing these findings will require the use of either T-tests of Mann-Whitney U tests. 

T-tests are the most powerful test for analyzing the differences in means between two groups, but 

it may not be appropriate for analyzing the data collected in this study. The first reason for this is 

that T-tests assume that the dependent variable of interest is distributed normally and 

symmetrically. Yet, data collected through frequency counts, as the data for the first hypothesis’ 

dependent variable is, are often positively skewed. The researchers should investigate this by 

conducting a Shapiro-Wilk test on this first dependent variable. If this test returns a p-value 

greater than 0.05, then it is not normally distributed. In this case, a Mann-Whitney U test – a 

nonparametric alternative to the T-test that does not assume a normally distributed dependent 

variable – should be used instead. An additional complication is that the data collected through 

frequency counts are not strictly continuous but discrete; they are constrained to integer values 

and cannot vary continuously across decimal values. While the results of a T-test are generally 

robust to violations of this assumption, another advantage of the Mann-Whitney U test is that it 



does not make this assumption at all. Finally, researchers should investigate whether the data 

satisfy the T-test’s assumption of equal variances. This can be done by conducting a Levene’s 

test. If this test returns a p-value less than 0.05, then this would be another indication that the 

analysis should be conducted using Mann-Whitney U tests instead.  

The null hypothesis of a T-test is that two groups do not have statistically different means. 

Again using the example of laws criminalizing sleeping in one’s vehicle, the null hypothesis 

would be “there is no difference in the amount of visible homelessness between cities that ban 

sleeping in one’s car and those that do not have this type of ban” in the context of this study. 

Note that this is the null hypothesis for a two-tailed T-test, which is more appropriate here as we 

are primarily interested in exploring the data and identifying relevant predictors rather than 

directly evaluating the study’s first hypothesis. If Mann-Whitney U tests are to be used instead, 

then the null hypothesis instead becomes that the two groups do not have statistically different 

distributions. While less descriptively powerful, finding that two groups have statistically 

different distributions would also be an early indicator that there is a relationship between them. 

Conducting the T-tests or Mann-Whitney U tests, a step easily performed by statistical 

analysis software, would then produce a p-values that can be interpreted as the likelihood that 

rejecting these respective null hypotheses would be a mistake. The question becomes, then, how 

much risk we are willing to accept in rejecting the null hypothesis – what is known as the study’s 

“alpha level” (a). While most studies use an alpha level of a = 0.05, a willingness to be wrong 

5% of the time when rejecting the null hypothesis, such strictness is often not necessary in the 

social sciences. It would be especially inappropriate here, since the consequence of mistakenly 

accepting the null hypothesis is letting these ineffective, costly, and immoral laws go 

unchallenged. For these reasons, this study should instead use an alpha level of a = 0.1, or a 



willingness to be wrong 10% of the time when rejecting the null hypothesis. Researchers will 

therefore reject the null hypothesis should a t-test or Mann-Whitney U test return a p-value less 

than or equal to 0.1. Again, in this study this would mean tentatively concluding that there is 

some sort of relationship between the presence of a given criminalization law and the amount of 

visible homelessness in the city. This process should be repeated for each of the eight 

independent variables of interest in this study. Descriptive statistics for each group can also be 

compared to see which partitions produce the most sizeable differences in visible homelessness. 

 No matter whether T-tests or Mann-Whitney U tests are used, rejecting the null 

hypothesis with respect to a particular independent variable is evidence that the criminalization 

law it measures the presence of is a relevant predictor of visible homelessness in a city. So, for 

example, if the researchers reject the null hypothesis when using the independent variable 

measuring the presence of public sleeping bans but do not reject the null hypothesis when using 

the independent variable measuring the presence of panhandling bans, then they would conclude 

that the presence of a public sleeping ban is a relevant predictor of visible homelessness while 

the presence of a panhandling ban is not. Identifying relevant predictors is important because the 

next step in the data analysis process is to construct a multiple regression model. Such a model 

aims to achieve full model specification, which is the inclusion of every independent variable 

that affects the dependent variable and the exclusion of every independent variable that does not 

affect the dependent variable. Failing to achieve full model specification results in specification 

bias and inaccurate findings; including irrelevant variables would artificially deflate the model’s 

findings while excluding relevant variables would artificially inflate the model’s findings. By 

first identifying the relevant independent variables through exploratory bivariate tests, the 



researchers can make educated decisions on which are relevant and should be included in the 

multiple regression model – thus avoiding specification bias.  

Furthermore, including all eight of these independent variables together in a single model 

is likely to result in multicollinearity. A city that has passed a ban on public sleeping is also likely 

to have passed a ban on other behaviors associated with homelessness – causing the independent 

variables to vary together to a large degree. This distorts the math of a multiple regression model 

because the effects of a variable are difficult to discern from those of another if they largely vary 

together. After the irrelevant variables have been removed, the researchers should find each 

remaining independent variable’s VIF (variance inflation factor). Any variable with a VIF greater 

than 5 should also be excluded from the multiple regression model. It is very important that this 

step take place after removing the irrelevant variables, so that a relevant variable is not excluded 

from the regression model based on its collinearity with another variable which would not be 

included in the regression model anyway. 

Analyzing the independent variables using a multiple regression model is necessary for 

discovering their true relationship to visible homelessness and thus evaluating this study’s first 

hypothesis. The first reason for this is that a regression model gives one much more information 

on the independent variables’ relationships to the dependent variable. Rather than simply 

indicating whether a relationship could possibly exist – as the exploratory tests did – a multiple 

regression model reveals the likely size and direction of each relationship. So, for example, it 

would tell the researchers exactly how the presence of a ban on public sleeping is associated to 

the amount of visible homelessness in a city. It would also reveal the exact likelihood that this 

association is simply a result of sampling error. This information directly addresses this study’s 



first hypothesis, clearly indicating whether the researchers should accept or reject it in regard to 

each type of criminalization law.  

The second reason for using a multiple regression model is that it allows the researchers 

to control for rival hypotheses. For example, one may claim that bans on public sleeping are only 

positively associated with visible homelessness because the cities with this ban are primarily 

located in the areas with warm climates. These are the cities the homeless naturally gravitate 

towards, so we would expect to find more visible homelessness in this group of cities whether 

they had public sleeping bans or not. The researchers could address this rival hypothesis by 

including climate as a covariate in the multiple regression model. If this is done, then the 

interpretation of the model’s results becomes the association between criminalization laws and 

visible homelessness controlled for the effects of climate on visible homelessness. This 

eliminates this rival hypothesis as an explanation for the observed association. The researchers 

should therefore include in the multiple regression model any factor that may serve as the basis 

of a rival hypothesis. Based on the literature review, these factors may include climate, poverty 

rate, unemployment rate, housing prices, population and population density, mental health 

problems and substance abuse prevalence, and welfare and public housing availability. Selecting 

from among these control variables should similarly be guided by the goals of including only 

relevant variables – perhaps by employing a backward stepwise selection process – and avoiding 

multicollinearity. The researchers should also conduct check the final model’s robustness by 

investigating whether using different combinations of control variables changes the results the 

model produces and the conclusions the researchers come to. 

While a multiple regression model is the ideal statistical test to utilize in evaluating the 

first hypothesis, due to its analytical power and the ease with which dichotomous independent 



variables can be included, its assumptions may make it inappropriate for use in analyzing the 

variables of interest to this study. First, multiple regression assumes a linear relationship exists 

between the independent variables and the dependent variable. Yet, when all of the independent 

variables in a model are dichotomous – as is the case in evaluating this hypothesis – the 

independent variables are likely to interact in ways that are multiplicative. Take bans on public 

sleeping and bans on sleeping in one’s car, for example. It is entirely possible that, when a ban on 

public sleeping is in effect, many people will respond by instead sleeping in their cars. Similarly, 

when a ban on sleeping in one’s car is in effect, many people will respond by sleeping in public. 

In either case, visible homelessness may increase slightly, but the absence of the other ban would 

prevent it from increasing dramatically. In cities where both bans are in effect, then, we would 

expect to see a very large increase in visible homelessness. This is an example of a multiplicative 

interaction: the presence of one ban amplifies the effect of the other, leading to a combined 

increase that is greater than the sum of their individual effects. Such relationships are inherently 

non-linear because they are not additive. Such multiplicative interactions may exist between any 

combination of the independent variables included in the final model, making it exceedingly 

likely that their cumulative relationship with the dependent variable is non-linear. 

Second, multiple regression assumes that there is no heteroscedasticity present in the data 

being analyzed. In the context of this study’s first hypothesis, this means that the variance in the 

amount of visible homelessness should be constant across cities with and without a certain 

criminalization law. Unfortunately, this is unlikely to be the case because this study’s dependent 

variable comes from a frequency count. Frequency count data is typically positively skewed, in 

which case variance tends to increase as the mean increases. Since the independent variables are 

dichotomous – and the groups being compared in the final regression model are expected to have 



different means – this means that it is likely that the variances between these groups will differ. 

For example, if the mean amount of visible homelessness in cities with public sleeping bans is 

greater than the mean amount of visible homelessness in cities without public sleeping bans, then 

we should also expect the variance in visible homelessness to be greater among cities with public 

sleeping bans. This would cause the model’s residuals to be distributed unevenly across the 

different groupings, leading to heteroscedasticity. 

 Of course, it is possible that neither of these assumptions will be violated. However, 

researchers should still be prepared for that eventuality and ready to investigate accordingly. 

Both of these violations can be identified through visual analysis of the model’s residual plot. If 

the plot seems to present a relationship other than a horizontal line, then the assumption of 

linearity has been violated. If the variance in the error term is not equal across the entire range of 

observations, then the assumption of no heteroscedasticity has been violated. If the researchers 

identify either of these violations, then they must rectify the model in some way since multiple 

regression is not robust to violations of its assumptions. 

 The first option for rectifying these violations is transforming the model’s dependent 

variable. This method adjusts the scale and distribution of the dependent variable’s values, better 

aligning it with the assumptions of the multiple regression model. For example, by linking the 

dependent variable to the independent variables through a logarithmic function, the 

multiplicative relationship between them may be able to be represented by a linear equation. This 

would allow for estimation by a multiple regression model. Additionally, a logarithmic 

transformation of the dependent variable reduces the measure of its variance at greater means, 

correcting for the problem of heteroscedasticity. If the researchers can find a logarithmic 

transformation that results in an error term plot that is not curvilinear, constant in variance, and 



normally distributed, then they should continue on with conducting the multiple regression test (a 

step easily performed by statistical analysis software) and interpreting its results.  

However, even transforming the dependent variable may not be enough to satisfy 

multiple regression’s assumptions. This could be because this study does not allow for the 

collection of a large sample, introducing the possibility that the error term will be non-normally 

distributed due to sampling variability. Another problem could be the discrete nature of the 

dependent variable. Since multiple regression estimates continuous outcomes, this disconnect 

could affect the resulting residuals. Finally, frequency count data is always non-negative, but a 

multiple regression model might end up predicting negative outcomes. This would greatly distort 

many of the resulting residuals, preventing the error term from achieving normality. Finally, 

while transforming the dependent variable is a powerful and useful technique, a single 

transformation cannot always correct for the skewness and variability of the data’s distribution. 

For any of these reasons, the researchers may find that no transformation is suitable for satisfying 

the assumptions of multiple regression. In this case, they should be prepared to pivot to using a 

Poisson Generalized Linear Model instead. This model is specifically designed for the analysis 

of frequency count data, as it assumes that the dependent variable is positively skewed, discrete, 

and non-negative. This model also does not assume a normally distributed error term or a linear 

relationship between variables in the model.  

No matter which of these tests are used – a simple multiple regression model, a 

transformed multiple regression model, or a Poisson model – the results of this test will allow for 

the direct analysis of this study’s first hypothesis. The most important result of any model will be 

the coefficients attached to the independent variables of interest. In a simple multiple regression 

model, these coefficients can be interpreted as the additional number of instances of visible 



homelessness in a given time period (equal to the amount of time spent observing the city during 

data collection) expected when a city passes that respective criminalization law controlled for the 

effects other criminalization laws and additional covariates. If this number is positive – and the 

p-value attached to it is less than this study’s alpha level of a = 0.1 – for any of the independent 

variables of interest included in the final model, then the researchers should conclude that 

criminalization laws are indeed associated with greater amounts of visible homelessness. Note 

that the researchers should not rely on the model’s global F-test, since this result would include 

the effects of the additional covariates included in the final model as controls. A coefficient with 

a p-value attached that is greater than a = 0.1 indicates that the variable’s relationship to visible 

homelessness is not statistically significant. If all the independent variables of interest in the final 

model have a p-value such as this, then the researchers should instead fail to reject the null 

hypothesis that criminalization laws are not associated with greater amounts of visible 

homelessness. 

If one of the other models are used, the method for reaching a conclusion on the study’s 

first hypothesis is exactly the same. If any of the independent variables of interest have a positive 

coefficient, which has an attached p-value less than 0.1, the researchers should conclude that 

criminalization laws are indeed associated with greater amounts of visible homelessness. It is 

only the interpretation of the model coefficients that changes. In the case of a log-transformed 

dependent variable multiple regression model, the coefficients can be interpreted as the 

percentage change in visible homelessness expected when a city passes that respective 

criminalization law controlled for the effects other criminalization laws and additional 

covariates. Finally, in the case of the Poisson model, each coefficient (b) should first be input 

into the equation: (eb – 1)(100) = x. This number “x” can then be interpreted as the percentage 



change in visible homelessness expected when a city passes that respective criminalization law 

controlled for the effects other criminalization laws and additional covariates. 

Hypothesis 2 

 The analysis of this study’s second hypothesis will mirror the procedure used to analyze 

its first hypothesis. The first step will be an exploratory investigation into which of the eight 

independent variables have a potential relationship to a city’s residents’ average perception of 

homelessness as a local issue. Once again, these results will serve as the basis for identifying 

relevant predictors for inclusion in a later regression model. In this case of this second 

hypothesis, the dependent variable is ordinal rather than continuous. This violates an assumption 

of the t-test, making it inappropriate for analysis here. Instead, the Chi-squared test is the 

statistical test recommended for analyzing whether there is an association between a 

dichotomous independent variable and an ordinal dependent variable. This test evaluates whether 

the observed distribution of the dependent variable across the two dichotomous categories – in 

this case, the presence or absence of a criminalization law – is significantly different from what 

would be naturally expected. This naturally expected distribution is equal to the overall 

proportion of cities that fall into each dependent variable category, regardless of the presence or 

absence of a given criminalization law. If a significant difference from this distribution is 

observed, then this test provides an early indication that passing a given criminalization law does 

have some relationship to a city’s residents’ average perception of homelessness as a local issue. 

For example, if the distribution of the dependent variable for all cities is normal, but its 

distribution for cities with bans on public sleeping is negatively skewed and significantly 

different, then there might be some relationship between the two variables that causes the 

distribution to deviate from what was naturally expected. The researchers would then conclude 



that it is possible that bans on public sleeping worsen a city’s residents’ average perception of 

homelessness as a local issue – justifying its inclusion in a regression model as a predictor. 

 While most of the assumptions of chi-squared test should be satisfied by the researchers’ 

careful management of the data collection process – random observations and independent 

observations, for example – there is one that may present trouble. The Chi-squared test also 

assumes that at least 20% of the possible combinations of the independent variable and the 

dependent variable will have at least five expected observations. Since the sample size to be 

collected is likely to be small, perhaps no more than thirty, it would be very difficult for the data 

to satisfy this assumption if there are more than six potential combinations. Because of this, the 

researchers may want to combine the data so that this dependent variable has only three 

categories ranging from “not a problem” to “a very serious problem.” This coding scheme would 

also have the added benefit that many data sources are already coded according to it; and while it 

is possible to combine data with more categories into this simpler scheme, it is not possible to 

recode data with this simpler scheme to have more categories. That all being said, it is of course 

still a possibility, due to the distribution of the dependent variable, that two of the potential 

combinations will have less than five expected observations. This would represent 33% of the 

potential combinations, violating the expected frequency assumption. If this proves to be the 

case, then the researchers should turn to using Fisher’s Exact test instead. This is a nonparametric 

alternative to Chi-squared that does not rely on the expected frequency assumption and is well-

suited for small sample sizes. 

The null hypothesis of both the Chi-squared test and the Fisher’s Exact test is that there is 

no difference between the distribution of the dependent variable for the dataset as a whole and 

the distribution of the dependent variable for any subgroup of cities with or without a given 



criminalization law. Again using the example of public sleeping bans, the null hypothesis for this 

dependent variable would be, “there is no difference in the distribution of city’s residents’ 

average perception of homelessness as a local issue between all the cities in the dataset and the 

cities that have a public sleeping ban in place.” Conducting the Chi-squared test or the Fisher’s 

Exact test, a step easily performed by statistical analysis software, would then produce a p-values 

that can be interpreted as the likelihood that rejecting these respective null hypotheses would be 

a mistake. Again, this study will use an alpha level of a = 0.1, meaning that the researchers 

should reject the null hypothesis for any of the tests that returns a p-value less than 0.1. Again, in 

this study this would mean tentatively concluding that there is some sort of relationship between 

the presence of a given criminalization law and a city’s residents’ average perception of 

homelessness as a local issue. This process should be repeated for each of the eight independent 

variables of interest in this study. Visual analysis of each partition’s distribution of the dependent 

variable should also be conducted to further familiarize the researchers with the underlying data.  

Those independent variables that do not reveal potential relationships with the second 

hypothesis’ dependent variable should then be set aside for the rest of the analysis process. 

Again, this is done to avoid specification bias and the problem of multicollinearity. The VIF 

values of the independent variables should also be compared again, and any variable with a value 

higher than 5 should similarly be set aside. The researchers should then combine the remaining 

independent variables into a regression model, so to determine the size, direction, and likelihood 

of each independent variable’s relationship with the dependent variable. This directly addresses 

the study’s second hypothesis, as it reveals to the researchers exactly how the presence of a given 

criminalization law affects a city’s residents’ average perception of homelessness as a local 

problem. Using a regression model also allows the researchers to control for rival hypotheses.  



In the case of this second hypothesis, one rival hypothesis may be that the residents of 

cities with criminalization laws are naturally more conservative than the residents of cities 

without criminalization laws. If conservative residents are more likely to view homelessness as a 

local problem than liberal residents, then this would pull up the average of the dependent 

variable for cities with criminalization laws – creating the impression that the two have a direct 

relationship when they really have a spurious relationship. The researchers could address this 

rival hypothesis by including a city’s residents’ average ideology as a covariate in a regression 

model. Based on the literature review, additional covariates the researchers may wish to include 

in this model are median income, unemployment rate, economic growth, housing costs, 

homelessness’ visibility, tourism dependence, amount of local media coverage focused on 

homelessness, average education level, average age, racial composition, population, and 

population density. Selecting from among these potential covariates should be done through a 

backward stepwise selection process and robustness checks should be conducted through the use 

of different combinations of covariates in the final model. 

While analyzing the first hypothesis required a multiple regression model, using the same 

model here would be inappropriate. A key assumption of the multiple regression model is that the 

dependent variable is continuous, but in this case the dependent variable is ordinal. Instead, this 

situation calls for using a logistic regression model, which assumes an ordinal dependent 

variable. The results of this model are therefore interpreted differently: coefficients represent the 

log odds of being in a higher category of the dependent variable, given a one-unit increase in the 

independent variable, while holding all other variables constant. Log odds refers to the odds ratio 

of an event occurring – or how much more likely an event is to occur than to not occur – which 

is then transformed using a natural logarithm. Therefore, if a coefficient “b” is put into the 



equation “eb = x,” then “x” in this case would represent how much more likely it is that the 

presence of a given criminalization law would increase a city’s residents’ average perception of 

homelessness as a local problem up an ordered level than it is that nothing would happen instead. 

For example, if the coefficient attached to the independent variable measuring the presence of a 

public sleeping ban is 0.69314, then this would tell the researchers that the odds of a city’s 

residents perceiving homelessness as a more serious local issue increases by a factor of e0.69314 = 

2, or doubles, when a city passes a public sleeping ban, holding all other variables constant. 

While the interpretation of these coefficients is interesting, the results the researchers 

should be most concerned with are the sign of each independent variable’s coefficient and its 

associated p-value. A positive sign indicates that the presence of the criminalization law that 

independent variable measures increases the probability that a city’s residents’ average 

perception of homelessness as a local issue will worsen. A negative sign of course indicates the 

opposite: that the presence of the respective criminalization law instead decreases this 

probability. The associated p-value once again tells researchers the likelihood that this 

relationship is simply the result of sampling error. Therefore, if the findings of the logistic 

regression model reveal an independent variable with a positive coefficient attached – which has 

an associated p-value less than a = 0.1 – then the researchers should conclude that the presence 

of that criminalization law indeed increases the average resident’s perception of homelessness as 

a local issue. However, if the findings reveal no independent variables attached to positive 

coefficients with associated p-values less than a = 0.1, the researchers should instead fail to reject 

the null hypothesis that the presence of laws criminalizing homelessness has no effect on – or 

perhaps even decreases – a city’s residents’ average perception of homelessness as a local issue.  



There are two assumptions of ordinal logistic regression models that may difficulties in 

this study and which the researchers should be careful to monitor. First and foremost, the ordinal 

logistic regression model assumes a large sample size. The general rule is that, if every 

independent-dependent variable combination does not have at least ten observations, then an 

ordinal logistic regression model is unlikely to be reliable. Such a large sample size is far beyond 

what is feasible for this study. Because of this, the researchers should expect to use an exact 

logistic regression model instead. This is a variation of the ordinal regression model designed for 

studies with small sample sizes. While the math behind these two models is quite different, the 

interpretation of their resulting coefficients is exactly the same. They also produce very similar 

results – although exact logistic regression is slightly less powerful and it therefore produces 

larger p-values. The only issue may be that including a large number of predictors can make this 

model too computationally intensive to use. Consequently, researchers should be highly selective 

when deciding on which independent variables and covariates to incorporate into this model. 

Second, exact logistic regression model assumes that the independent variables’ 

coefficients are constant across all levels of the dependent variable. Third, it assumes that the 

relationship between the independent variables and the log odds of being in a higher category of 

the dependent variable is linear. So, for example, if the presence of a public sleeping ban greatly 

increases the odds of residents’ perceptions of homelessness worsening when residents do not see 

homelessness as a local issue, but it decreases the odds of residents’ perceptions worsening when 

residents already see homelessness as a local issue, then both of these assumptions would be 

violated. The former is violated because the relationship changes between one level and the next. 

The latter is violated because the relationship is first positive and then negative – making it 

curvilinear. The researchers should investigate the constant coefficient assumption using a Brant 



test. If the p-value this test returns is less than a = 0.1, then this assumption has been violated and 

the model’s results will be biased. The researchers should then investigate the linearity of the 

logit assumption by analyzing the model’s partial residual plots. If any curvilinear patterns can 

be identified, then this assumption has also been violated. In either case, this study’s small 

sample size and dichotomous independent variables take most potential remedies off the table. If 

either of these assumptions are violated, the researchers will simply need to remove the 

offending independent variables from the model. 
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