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Remembering…



 What we do know:

 Red dots = observations

 We can hypothesize M = blue area

 Fundamental niche (red ellipse) is 

unknown unless we have experiments

 We don't have experiments

 What do algorithms estimate?



METHODS



Envelope Methods

 Bioclim

 Provides ranking of predictor variables

 No absence data required

 Does not provide a probability

 It generates a characterization in E to be projected in G by 

Hutchinson's duality

 Projection is a region in G where the values of E are in the 

Bioclim "Box"



Random Forest Method

 Use of several predictor variables with estimates of importance of each one

 Accuracy even with missing data

 High overfit

 Requires absence data



Machine learning methods

 MaxEnt

 It gives each pixel a value that is a probability

 The sum of all output values is 1

 Regularization protocol that restricts overadjustment

 Good predictive performance

 Unlike other methods, it provides environmental suitability, not probability of occurrence

 Projection indicates that the points in G are similar to those of observation







Maxent

 New Approach to a Complex Problem in Distribution 

Ecology

 Chosen algorithm

 Good performance in evaluations

 But no algorithm is going to be the best in every 

situation

Qiao et al., 2015



Describe data and modeling choices

 ODMAP

Zurell et al., 2020



Zurell et al., 2020



UNCERTAINTY



What is uncertainty?

 Lack of knowledge of how well a model represents reality

 It is associated with, but not the same thing as, the error or variation of 

the models

Uncertainty in a and c >>> uncertainty in b and d

 What if we don't know the reality to 

compare with the models?

 You can't measure the variation

 Uncertainty!



Sources of uncertainty

 What points of occurrence?

 Accuracy of the points of occurrence?

 What modeling parameters?

 Which algorithms?

 What environmental data?



Mistakes in niche models

 In the data

 Taxonomic

 Geographical

 Absence?

 In the procedures

 In the biology and ecology of species



Variation origin

Peterson et al., 2018

 Sampling

 Environmental data

 Extrapolation (time and/or space)

 Parameters



Statistical quantification of variation

1. Data extraction and organization

 Random sampling points in the study area

 Point data extraction

 Group data according to factors

Peterson et al., 2018



Statistical quantification of variation

2. Hierarchical Partition Analysis of Variance

 Independent and combined effect of each of the factors on the recorded 

variance

3. Bootstrap

 Random sampling of data to detect variation in measured effects

4. Statistical significance

 Comparison of measured effects with a null distribution created by 

randomizing data across factors

Araújo & Guisan, 2006

Qiao et al., 2016

Peterson et al., 2018



So…

 Errors and variations generate uncertainty in the NMS

 Uncertainty can be reduced by avoiding mistakes, but it cannot be eliminated

 Variation is an important part of models and should be considered

 Representing the variation allows you to reflect levels of uncertainty; 

 it is better to represent it than to assume that a single model is showing reality
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