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ABSTRACT 

The agricultural sector plays a pivotal role in the economy, and predicting commodity prices is 

crucial for farmers, traders, and policymakers. The objective is to create a reliable model capable 

of forecasting prices for various agricultural products, including cereals, tubers, legumes, fruits, 

meats, and more. The project encompasses several key components. Firstly, data collection 

involves gathering historical price data. Subsequently, preprocessing and analysis are performed 

using tools such as Microsoft Excel, Google Colab, and Python libraries like NumPy, pandas, 

sci-kit-learn, and TensorFlow. These tools provide the necessary functionality for data cleaning, 

exploration, and machine learning model development. The machine learning model is trained on 

historical data. The model is designed to be versatile, allowing users to input parameters such as 

the year and product through a user-friendly mobile application named ‘Predict.' The 'Predict' 

application, developed using frameworks like Flutter, provides an intuitive interface for users to 

interact with the model. The application facilitates real-time predictions and enhances 

accessibility for stakeholders. The project also involves the integration of visualization tools, 

including Matplotlib and Seaborn, to present meaningful insights and trends to users. This aids in 

the interpretability of the model's predictions. To ensure the success of the project, 

considerations such as security, compliance, and continuous improvement are taken into account. 

The model's performance is evaluated using metrics like Mean Absolute Error (MAE), Mean 

Squared Error (MSE), and R-squared, allowing for iterative enhancements based on user 

feedback and changing agricultural conditions. The outcomes of this project aim to contribute 

valuable insights to the agricultural community, aiding farmers, traders, and policymakers in 

making informed decisions based on accurate price predictions.  
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CHAPTER ONE 

INTRODUCTION 

1.1 BACKGROUND STUDY 

Agricultural markets are influenced by a multitude of factors such as supply chain intricacies, 

seasonal variations, weather fluctuations, government policies, and global trade impacts, leading 

to significant price volatility (Pinheiro & Senna, 2017). Accurate price prediction is crucial for 

stakeholders across the agricultural sector, aiding in risk mitigation, planning, and maintaining 

market stability (Wang et al., 2020). Traditional methods of price prediction often fall short due 

to their reliance on historical data and their inability to adapt to evolving market conditions. To 

address this, advanced technologies like machine learning and statistical modelling are being 

utilized to develop effective prediction models. These models require various data sources 

including historical pricing data, weather patterns, crop yields, market demands, and geopolitical 

events. However, challenges such as data quality, accessibility, and real-time updates pose 

significant hurdles. 

The foundation of building a prediction model lies in utilizing advanced technologies like 

machine learning and statistical modelling, employing algorithms such as regression, decision 

trees, neural networks, or hybrid models to process diverse datasets and extract meaningful 

patterns (Wang et al., 2020). The iterative nature of this process ensures continual refinement 

and adaptation to market changes. Evaluation metrics such as accuracy, precision, and recall are 

used to assess the model's performance, gauging its effectiveness in generating reliable price 

forecasts. Successful implementation of a robust price prediction model holds the potential to 

revolutionize decision-making within the agricultural industry, enabling stakeholders to optimize 
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resource allocation, manage risks more effectively, and contribute to overall market efficiency. 

In recent years, there has been a trend towards using hybrid models to predict agricultural 

product prices, and the application of prediction models based on price influencing factors 

should be further expanded. Additionally, the performance of the model should be evaluated 

based on different measures rather than just errors. Furthermore, the intelligent prediction 

method has been increasingly applied to the prediction of agricultural prices, signifying a shift 

towards leveraging technological advancements for accurate forecasting (Zhang & Na, 2018). 

The use of predictive models in agricultural pricing raises ethical considerations surrounding 

data privacy, fairness, and potential impacts on market dynamics. Addressing these concerns is 

crucial to ensure responsible and equitable utilization of predictive technologies. Looking ahead, 

there is a scope for further research and improvements in the prediction model.  

1.2 MOTIVATION 

The agricultural sector forms the backbone of economies worldwide, serving as a primary source 

of sustenance and livelihood for millions. However, the inherent volatility of agricultural markets 

poses substantial challenges for stakeholders across the industry. The unpredictable nature of 

factors such as weather conditions, supply chain disruptions, fluctuating demands, and 

geopolitical events significantly impacts the pricing of agricultural products. The motivation 

behind this study stems from the pressing need for reliable and accurate price prediction models 

within the agricultural domain. Such models hold the potential to address critical issues faced by 

farmers, distributors, retailers, and consumers alike. 

Firstly, for farmers, the ability to forecast prices accurately is pivotal in making informed 

decisions regarding crop selection, planting strategies, resource allocation, and timing of 
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harvests. Accurate price predictions empower them to optimize yields and mitigate financial 

risks, thereby securing livelihoods and fostering sustainable agricultural practices. 

Secondly, for distributors and retailers, precise price forecasts play a vital role in inventory 

management, procurement strategies, and setting competitive pricing. Improved predictions 

enable better planning, reduce wastage, and enhance overall efficiency throughout the supply 

chain.  

Moreover, consumers benefit from stable and predictable pricing, ensuring consistent access to 

quality agricultural products at reasonable costs. Price prediction models contribute to market 

stability, thereby positively impacting food security and affordability for consumers globally. 

Traditional methods of price prediction often fall short of addressing the complexities of the 

modern agricultural landscape. Leveraging advanced technologies, such as machine learning and 

statistical modelling, presents an unprecedented opportunity to develop robust prediction models 

capable of assimilating vast and diverse datasets. 

By harnessing the power of these technologies and incorporating a comprehensive range of data 

sources—including historical pricing, weather patterns, market demands, and geopolitical 

factors—this study aims to build a sophisticated predictive model. Such a model holds the 

promise of revolutionizing decision-making processes within the agricultural industry, enabling 

stakeholders to navigate market uncertainties with greater confidence and efficiency. 

1.3 STATEMENT OF PROBLEM 

The agricultural industry faces significant challenges in predicting product prices due to the 

complex and dynamic nature of the market. Factors such as weather patterns, geopolitical events, 

and supply chain dynamics contribute to the persistent volatility in prices, creating uncertainty 
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for stakeholders (Xie & Wang, 2017). Existing prediction methodologies relying on historical 

data and simplistic models often fail to adapt to the complexities of the modern market, resulting 

in imprecise predictions (Wang et al., 2020). Furthermore, accessing comprehensive and high-

quality data relevant to agricultural pricing poses formidable obstacles, impeding the 

development of reliable predictive models (Zhang & Na, 2018). 

The absence of accurate price prediction models adversely affects risk mitigation strategies for 

farmers and other market players, impacting market stability and overall trade within the 

agricultural industry. Consequently, there is a critical need for the development of a sophisticated 

and adaptable price prediction model tailored specifically for agricultural products. Such a model 

would address the complexities faced by stakeholders, paving the way for more informed 

decision-making, effective risk management, and enhanced market stability within the dynamic 

realm of agriculture. 

1.4 AIM AND OBJECTIVES OF THE PROJECT 

1.4.1 Aim Of The Project 

The project aims to develop and implement a robust and adaptive price prediction model 

specifically tailored for agricultural products. This model will leverage advanced machine 

learning techniques and comprehensive data analysis to accurately forecast prices, addressing the 

challenges posed by market volatility and uncertainties within the agricultural sector. 

1.4.2 Objectives Of The Project 

The objectives of the project are to: 

(a) gather and preprocess diverse datasets encompassing historical pricing, weather patterns, 

and relevant market factors for agricultural products; 



5 
 

(b) utilize advanced machine learning techniques to construct an adaptive and accurate price 

prediction model; 

(c) train and optimize the model using historical data, aiming for robustness and adaptability 

to changing market dynamics; and 

(d) evaluate the model's performance using appropriate metrics to ensure reliable price 

forecasts. 

1.5 SIGNIFICANCE OF THE PROJECT 

The development of a robust price prediction model for agricultural products stands at the 

forefront of transformative change within the agricultural sector. Its significance reverberates 

across various dimensions, promising substantial benefits for stakeholders and the industry as a 

whole. This project holds the potential to revolutionize decision-making processes for all 

involved in the agricultural continuum. Farmers, often at the mercy of unpredictable market 

shifts, will gain a critical advantage. Accurate price predictions enable them to make informed 

choices on crop selection, optimal planting times, and resource allocation. This newfound 

foresight shields them from financial risks, cultivating an environment of stability and resilience. 

This predictive model isn't solely a boon for farmers; it extends its advantages across the supply 

chain. Distributors and retailers can optimize inventory management, fine-tune procurement 

strategies, and set competitive pricing based on reliable forecasts. This optimization minimizes 

wastage, reduces operational costs, and ensures consistent availability of agricultural goods, 

ultimately benefiting consumers through fairer prices and improved access to quality produce. 

Beyond immediate economic impacts, this project champions technological progression within 

agriculture. By harnessing advanced machine learning techniques and predictive analytics, it 

pioneers a shift toward data-driven solutions in an industry traditionally reliant on historical 
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trends. This not only elevates forecasting accuracy but also paves the way for further 

technological integration and innovation. 

Moreover, the outcomes of this project transcend profit margins. They intersect with 

sustainability and environmental consciousness. Accurate predictions aid in resource 

optimization, reducing unnecessary waste and promoting sustainable agricultural practices. The 

alignment of resource allocation with actual market demands contributes to a positive 

environmental impact, fostering a more sustainable agricultural ecosystem. The ripple effects 

extend to broader economic growth, market competitiveness, and global trade. A more stable 

agricultural market is not just a local benefit but a global advantage. Enhanced market stability 

drives economic growth within the agricultural sector, making it more competitive on the global 

stage. This stability fosters trade confidence, promoting sustainable international partnerships 

and market competitiveness. 

This project doesn't exist in isolation; it signifies a collaborative approach toward knowledge 

sharing and industry development. Sharing insights, methodologies, and outcomes nurtures a 

culture of collaboration among stakeholders and researchers. This collaboration propels 

collective efforts toward enhancing agricultural practices, market predictability, and 

technological advancement. 

1.6 SCOPE OF THE PROJECT 

This project will address the need for accurate and timely predictions of agricultural product 

prices. The scope encompasses the development of a machine learning-based agricultural 

product price prediction model that targets specific agricultural products to aid stakeholders in 

making informed decisions. The project will cover the following aspects: 
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1.6.1 Agricultural Products 

The model will be designed to predict prices for the following agricultural products.  

(i) Foreign Rice 

(ii) Local Rice 

(iii) Yam 

(iv) White bean 

(v) White garri 

(vi) Brown bean 

(vii) Yellow maize  

(viii) White maize 

(ix) Yellow garri 

(x) Palm oil 

(xi) Vegetable Oil 

These products above were extracted from the broader group which have been chosen based on 

broader classes of agricultural products: 

(i) Cereals: Rice, maize, wheat, barley, sorghum, oat, rye, millet and others 

(ii) Tubers: Potato, yam, cassava, jicama, artichoke, taro, oca, ulluco, coco-yam and 

others. 

(iii) Sugars: Candies, saccharine, soda, fruit juice, caramel, sugar, glucose, sugar cane, 

icing sugar, honey and others. 

(iv) Legumes: Lentils, beans, black beans, peas, soybeans, lima beans, green beans, 

pinto beans, mung beans, split peas, lupini beans, kidney beans, navy beans and 

others. 
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(v) Diary: Cheddar, processed milk, swiss, parmesan, feta, brie, gouda, blue cheese, 

raw milk and others. 

(vi) Beverages: Black tea, herbal tea, chai tea, coffee, juice and others. 

(vii) Meats and Eggs: Beef, pork, chicken, turkey, cow, ram and sheep, birds, egg, pig, 

cat, dog and others. 

(viii) Oil: Seed oil, soyabeans oil, nut oil, vegetable oil, virgin oil, corn oil, sesame oil, 

sunflower oil, almond oil, canola oil, palm oil and others. 

(ix) Vegetables and Fruits: Tomatoes, watermelon, apple, citrus, berries, tropical 

fruits, plantain, pepper, banana and others. 

(x) Equipment: Machines, sharp tools,  sprayers, safety tools, irrigation tools, spare 

parts and others. 

(xi) Property: House, land, farm and others. 

(xii) Chemicals: Powder, liquids, manure, fertilizer and others.  

1.6.2 Historical Data 

The project will involve the collection and analysis of historical data related to the chosen 

agricultural products. This data will include price trends and units, which are 1 Kilogram and 1 

Litre. 

1.6.3 Predictive Modeling 

The core of the project involves the development of a predictive model. This model will utilize 

machine learning algorithms to forecast future prices based on historical and external data. 

1.6.4 User Interface 

A user-friendly interface, which is embedded in an application called ‘Predict,’ a Price Predictive 

Agricultural Based E-Commerce Mobile Application allows suppliers and customers to interact 
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with the model. Users will input relevant data, such as year, and product and the interface will 

provide accurate price predictions. 

1.6.5 Exclusions 

To maintain project focus and manage expectations, the following aspects were explicitly 

excluded from the project scope: 

(i) Weather conditions 

(ii) Government policies 

1.7 LIMITATIONS OF THE PROJECT 

The limitations of the project include:  

(i) Inaccuracies or inconsistencies in the collected data, such as missing values or 

outliers, may affect the reliability of the model. 

(ii) The model may not account for unforeseen events, such as natural disasters, political 

instability, or global economic changes, which can significantly impact agricultural 

prices but are challenging to predict accurately. 

(iii) External factors, such as weather conditions or government policies, might not be 

fully represented in the dataset, leading to potential oversights. 

(iv) The model may have limitations in generalizing to different regions or markets due to 

variations in local factors, farming practices, or economic conditions. 

(v) Changes in regulations related to agriculture or pricing may impact the model's 

relevance and compliance with legal requirements. 
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(vi) The effectiveness of the model relies on users' ability to interpret and utilize 

predictions. Users with limited technical knowledge may face challenges in 

understanding and applying the model effectively. 
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CHAPTER TWO 

LITERATURE REVIEW 

2.1 AGRICULTURAL PRODUCTS 

Agriculture plays a vital role in the Nigerian economy (Info Guide Nigeria, 2020), constituting 

up to 35% of total employment as of 2020 (The World Bank, 2020). According to the FAO 

(Food and Agriculture Organization of the United Nations, 2020), it remains the cornerstone of 

the country's economic foundation (Info Guide Nigeria, 2020), supporting the livelihoods of a 

significant portion of the population and creating millions of jobs (Statista, n .d.). Nigeria heavily 

relies on the export of agricultural products, alongside crude oil, to generate a substantial portion 

of its national revenue. The agricultural sector is categorized into four sub-sectors:  

(i) Crop production 

(ii) Livestock 

(iii) Forestry 

(iv) Fishing 

With a total agricultural area of 70.8 million hectares (Food and Agriculture Organization of the 

United Nations, 2020), Nigeria possesses 34 million hectares of arable land (Statista, n. d.), 6.5 

million hectares dedicated to permanent crops, and 30.3 million hectares for meadows and 

pastures. Major crops cultivated include maize, cassava, guinea corn, and yam, engaging 70% of 

households in crop farming. Fishing is practised by 7.3% of households in the south, while 

69.3% of households in the northwest are involved in livestock ownership or raising. Before the 

COVID-19 pandemic, the agricultural sector exhibited a significant growth of 14.88% year-on-

year in the third quarter of 2019, contributing 29.25% to the overall real GDP during that period 
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(Kale, 2019). In the first quarter of 2021, agriculture's contribution to the total gross domestic 

product was 22.35% (Food and Agriculture Organization of the United Nations, 2020; Nkechi, 

2022; News Agency, 2022; Ukpe, 2023). 

The sector is experiencing a transformation through commercialization across small, medium, 

and large enterprises (Ade, 2017). However, challenges persist, including a restrictive land 

tenure system, limited irrigation development, slow adoption of research and technologies, high 

costs of farm inputs, restricted access to credit, challenges in fertilizer procurement and 

distribution, storage inefficiencies, and limited market access. Recent climate changes, such as 

shifts in average temperatures, rainfall patterns, and increased pest infestations due to climate 

change, pose threats to the integrity of Nigeria's agriculture system (Kurukulasuriya & 

Rosenthal, 2013). The reliance on rain-fed agriculture makes the sector susceptible to seasonal 

conditions, contributing to productivity challenges and post-harvest losses (Olayide et al., 2016). 

Additionally, illiteracy among farmers hampers progress and development in the sector (Food 

and Agriculture Organization of the United Nations, 2020) with a significant portion lacking 

formal education, as indicated by research findings (Agricdemy, 2023). 
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Figure. 2.1: Development of Agricultural Output of Nigeria in 2015 US$ Since 1961 

Nigeria cultivates a diverse range of crops, including beans, rice, sesame, cashew nuts, cassava, 

cocoa beans, groundnuts, gum arabic, kola nut, cocoa, maize (corn), melon, millet, palm kernels, 

palm oil, plantains, rubber, sorghum, soybeans, bananas, and yams (Bamidele, 2020). 

Historically, Nigeria was renowned for exporting groundnut and palm kernel oil. However, the 

export rates of these products have witnessed a decline over the years. In recent times, local 

Nigerian companies have taken the initiative to export commodities like groundnuts, cashew 

nuts, sesame seeds, moringa seeds, ginger, cocoa, and other crops. 
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Figure 2.2: A Map of Nigeria's Main Agricultural Products 

The agricultural products of the country can be categorized into two main groups: food crops 

cultivated for domestic consumption and cash crops grown for profit and export. Before the 

Nigerian civil war, Nigeria was self-sufficient in food production, but this self-sufficiency 

decreased after 1973. American wheat, used to make bread, gradually replaced domestic crops as 

the most affordable staple food (Verter and Becvarova, 2015). Notably, between 1980 and 2016, 
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yam production surged from approximately 5 million tonnes to an impressive 44 million tonnes 

(Eva, n .d.).  

Table 2.1: Production of Crops in Nigeria 

TONNES PRODUCED IN 1980 2000 2016 

Maize 612,000 4,107,000 764,678 

Millet 2,824,000 5,814,000 1,468,668 

Guinea corn 3,690,000 7,711,000 6,939,335 

Yam 5,250,000 26,210,000 44,109,615 

Cassava 11,500,000 32,697,000 57,134,478 

Rice, paddy 1,090,000 3,298,000 6,070,813 

Melon seed 94,000 345,000 569,398 

Cocoyam 208,000 3,886,000 3,175,842 

Sesame seed 15,000 72,000 460,988 

2.2 MACHINE LEARNING APPLICATIONS IN AGRICULTURE 

2.2.1 Regression Models 

Regression models are widely used in agricultural research to analyze and predict crop yields and 

other factors. Lakshmanarao et al. (2023) focused on forecasting crop yields in India using 

regression techniques such as Lasso, Kernel Ridge, and Elastic-Net Regression designs. Shimizu 

and Gonçalves (2023) presented an R package called AgroReg, which includes various 

regression models for analyzing agricultural data. Singh and Deorari (2022) discussed the use of 
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machine learning methods, including regression, for detecting and managing cotton leaf diseases. 

These papers highlight the importance of regression models in agricultural research for 

improving crop yield projections, analyzing experimental results, and enhancing disease 

detection and management. Machine learning algorithms, particularly regression models, have 

gained prominence in agricultural price prediction. Studies by Snee (1977) demonstrated the 

effectiveness of linear regression and decision tree models in forecasting crop prices. These 

models showed promising results by capturing non-linear relationships in the data. 

2.2.2 Time Series Analysis 

Time series analysis using methods like ARIMA (AutoRegressive Integrated Moving Average) 

has been extensively employed in agricultural price forecasting. Research by Madsen (2007) 

highlighted the adaptability of ARIMA models to capture temporal patterns and seasonality in 

crop prices. 

2.2.3 Ensemble Learning 

Ensemble learning techniques, such as Random Forests and Gradient Boosting, have shown 

improved predictive performance in agricultural contexts. Dong et al. (2020) demonstrated that 

combining the predictions of multiple models enhances robustness and accuracy, particularly 

when dealing with complex and dynamic agricultural markets. 

2.3 BUILDING A PRICE PREDICTION MODEL FOR AGRICULTURAL 

PRODUCTS USING MACHINE LEARNING 

Machine learning models, particularly deep learning models, are suitable for predicting 

agricultural commodity prices. Traditional models like ARIMA and exponential smoothing are 

widely used but struggle to accurately predict price fluctuations, especially with large amounts of 
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data. Deep learning models, such as Convolutional Neural Networks (CNN) and Long Short-

Term Memory networks (LSTM), have shown promise in modelling complex data relations and 

have been used successfully in price prediction tasks (Cevher, 2023). Additionally, graph neural 

networks (GNNs) in conjunction with CNN models have been used to exploit geospatial 

dependencies in prices, resulting in increased accuracy in price prediction (Gowthaman et al., 

2023; Mayank, 2023). Machine learning models, particularly Recurrent Neural Networks (RNN), 

have also been found to outperform traditional statistical models like ARIMA and SARIMA in 

accurately predicting horticulture commodity prices (Bhardwaj et al., 2023).  

In the context of forecasting the price of horticultural products, particularly vegetables, the use of 

machine learning and statistical models has been explored to provide accurate predictions for 

decision-making processes in agriculture (Weng et al., 2019). The study has proposed a Long 

Short-Term Memory (LSTM) based model for long-term price forecasting of vegetables such as 

cabbage, cauliflower, and brinjal in Indian markets, and has also experimented with a short-term 

price forecasting model. The performance of these models has been evaluated using error metrics 

such as Root Mean Square Error (RMSE), Mean Absolute Error (MAE), and Mean Absolute 

Percentage Error (MAPE). The study's use of error metrics aligns with common practices in 

evaluating forecast accuracy, as these metrics are commonly used to assess the performance of 

forecasting models (Bouktif et al., 2018). Additionally, the study's use of the Friedman test and 

Wilcoxon signed rank test to analyze the similarity and dissimilarity of the employed models is 

in line with statistical methods commonly used in comparing forecasting models (Kakade et al., 

2022). 

Furthermore, the accurate prediction of agricultural commodity prices, including horticultural 

products, is highlighted as a means to reduce the risk caused by price fluctuations, emphasizing 
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the practical significance of such forecasting endeavours (Gu et al., 2022). Additionally, the 

study's focus on long-term forecasting aligns with the potential benefits for farmers in planning 

their planting and harvesting schedules, which can lead to increased profitability and informed 

decision-making (Banerjee at al., 2022). 

The Indian agricultural sector, being a fundamental source of livelihood for over 70 per cent of 

the rural population, has been undergoing modernization efforts in recent years. Despite having 

access to raw and trend data on crop prices, yield, and demand, Indian farmers still face 

challenges in making informed decisions regarding crop selection to address market demand and 

maximize profits. The process of shortlisting crops is often influenced by tradition rather than 

scientific methods, leading to the need for data-driven decision-making in crop selection. In this 

context, the use of forecasting models to predict the prices of crops can aid farmers in creating an 

optimal portfolio for crop selection with optimal estimated return on investment (ROI). The 

study by Wang et al. (2020) highlights the trend of using hybrid models for predicting 

agricultural product prices and emphasizes the need to expand the application of prediction 

models based on price-influencing factors in future research. This aligns to address the dilemma 

faced by farmers in choosing the right crop to address market demand and fetch a decent profit. 

In addition, the study by Singh et al. (2019) emphasizes the vital role of reliable and routine 

forecasting of crop yield in a country where agriculture is a crucial sector of the economy, 

highlighting the significance of accurate price forecasting for planning, policy formulation, and 

implementation of agricultural policies. This underscores the importance of accurate price 

forecasting in supporting agricultural decision-making and policy formulation (Gaddam et al., 

2022). 
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The study on rice yield prediction models for in-season rice cultivation in Thailand utilized 

machine learning (ML) algorithms, including the generalized linear model (GLM), feed-forward 

neural network (FFNN), support vector machine (SVM), and random forest (RF) (Jin et al., 

2018). The evaluation of these models using mean absolute percentage error (MAPE), root mean 

square error (RMSE), and R2 statistic revealed that the FFNN, a deep neural network, 

outperformed the other models, demonstrating its ability to account for complex nonlinear 

relationships in high-dimensional datasets. Although the FFNN exhibited higher Big-O 

complexity and execution runtime compared to the other models, it demonstrated the least 

execution runtime for predictions. 

This study's findings align with the broader context of agricultural yield prediction and 

modelling. For instance, the study by Nazir et al. integrated phenology-based algorithms and 

linear regression models to accurately predict rice yield, emphasizing the significance of 

advanced modelling techniques in yield estimation (Nazir et al., 2021). The practical 

implications of the study in improving the quality of agricultural information dissemination 

services and supporting the development of Thailand's agricultural sector align with the broader 

goal of leveraging advanced modelling techniques to enhance agricultural productivity and 

decision-making (Suwanmontri et al., 2020). The integration of machine learning models, as 

demonstrated in this study, contributes to the advancement of precision agriculture and supports 

informed decision-making for farmers and policymakers in the agricultural sector (Ngandee et 

al., 2021). A study suggests that the trend in agricultural product price forecasting methods is 

moving towards the use of hybrid models and the application of prediction models based on 

price influencing factors (Wang et al., 2020). Additionally, the performance of the model should 

be evaluated based on different measures rather than just errors. Moreover, the use of deep 
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learning and news topic modelling has been incorporated for forecasting pork prices, indicating 

the potential for incorporating unstructured data for price prediction (Chuluunsaikhan et al., 

2020). The significance of hyperparameter optimization for prediction models has been 

highlighted, emphasizing the influence of parameter values on the performance of machine 

learning models (Kalliola et al., 2021). Moreover, the application of intelligent prediction 

methods, such as fuzzy information granulation and the MEA-SVM model, has been 

increasingly applied to the prediction of agricultural prices (Zhang & Na, 2018). 

In the context of agricultural commodity prices, the use of dual input attention LSTM models has 

been proposed for forecasting, highlighting the impact of price fluctuations on the supply and 

demand of agricultural commodities (Gu et al., 2022). Additionally, the application of machine 

learning algorithms, including ARIMA, SVR, Prophet, XGBoost, and LSTM, has been 

compared in the context of automated agriculture commodity price prediction systems (Chen et 

al., 2021). The literature also indicates the efficiency of deep learning models, such as LSTM 

and CNN-LSTM, in the precise prediction of fresh produce prices (Murugesan et al., 2021). 
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CHAPTER THREE 

METHODOLOGY 

3.1 SYSTEM OVERVIEW 

The Agricultural Price Prediction System is a comprehensive solution designed to forecast the 

prices of various agricultural products in Nigeria, integrating advanced data analytics and 

machine learning techniques. The system aims to empower stakeholders in the agricultural 

sector, including farmers, traders, and policymakers, with accurate and timely predictions for 

informed decision-making. 

 

Figure 3.1: Flowchart 
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3.2 SYSTEM ARCHITECTURE 

The Agricultural Price Prediction System is designed with a modular and scalable architecture to 

efficiently process data, develop machine learning models, and provide a user-friendly interface 

for stakeholders. The system architecture is divided into several key components, each serving a 

specific purpose, ensuring flexibility, maintainability, and scalability. 

 

Figure 3.2: UML Diagram 
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3.2.1 Data Ingestion and Processing Layer 

(i) Data Sources: Kaggle 

Kaggle stands as a data science competition platform and online community where data 

scientists and machine learning practitioners converge under the auspices of Google LLC. 

Functioning as a collaborative hub, Kaggle empowers users to discover and share datasets, 

engage in model development within a web-based data science environment, collaborate with 

fellow data scientists and machine learning engineers, and participate in competitions designed 

to tackle diverse and intricate data science challenges. 

 

Figure 3.3: Fetching of Dataset from Kaggle 

(ii) Data Processing 

i. Cleaning Module 

ii. Feature Engineering Module 
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3.2.2 Exploratory Data Analysis (EDA) Module 

(i) Descriptive Statistics: Mean, Median, Standard Deviation 

(ii) Visualization Module 

3.2.3 Machine Learning Model Development Layer 

(i) Model Selection: Baseline Models (e.g., ARIMA), Ensemble Models (e.g., Random Forest, 

Gradient Boosting) 

(ii) Feature Selection: Techniques for Identifying Key Variables 

3.2.4 Model Training and Validation 

(i) Training Module: Optimization Techniques 

(ii) Validation Module: Dataset Splitting, Cross-Validation 

3.2.5 Model Evaluation 

(i) Metrics Module: MAE, MSE, R-squared 

(ii) Comparison Module: Benchmarking Against Baseline Models 

3.2.6 Deployment Layer 

(i) Real-time Prediction Module: Deployed Models 

(ii) User Interface (Predict): Mobile Application for User Interaction, Input Interface for 

Relevant Data, Output Interface for Accurate Predictions. 

This modular architecture allows for easy integration, maintenance, and updates at each stage of 

the agricultural price prediction process. The 'Predict' mobile application serves as a user-

friendly interface, enabling stakeholders to interact seamlessly with the system and obtain 

accurate price predictions based on relevant input data. The overall architecture is designed to 

facilitate a robust, data-driven approach to decision-making in the Nigerian agricultural sector. 
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3.3 TOOLS, FRAMEWORKS AND PROGRAMMING LANGUAGES USED 

Some open-source and proprietary technology tools were applied to the project. They are 

enumerated below for reference: 

3.3.1 Microsoft Excel  

Microsoft Excel played a foundational role in streamlining critical aspects of the agricultural 

price prediction project. Serving as the primary tool for data handling, Excel facilitated the 

importation and cleaning of raw agricultural data. Its robust calculation capabilities, combined 

with an intuitive user interface, allowed for efficient data manipulation and formatting. 

In the early stages of the project, Excel proved invaluable in achieving the following objectives: 

(i) Data Importation and Cleaning: Excel was employed to import raw data related to 

agricultural products. The platform's sorting, filtering, and duplicate removal features 

were pivotal for the initial cleaning and organization of the dataset. 

(ii) Data Formatting: The tool was instrumental in formatting data, ensuring consistency and 

coherence in the dataset. This step was crucial for preparing the data for subsequent 

stages of analysis. 

(iii) Preliminary Trend Analysis: Leveraging Excel's graphing tools, initial trend analysis was 

conducted. Basic calculations and visualizations, such as charts and graphs, provided 

valuable insights into patterns and trends within the agricultural data. 

(iv) Data Preprocessing: Excel served as an effective platform for preprocessing tasks, 

including handling missing values and standardizing data formats. These preprocessing 

steps were essential for ensuring data quality before advancing to more sophisticated 

analyses. 
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About 80,982 rows of data were collected and visualized using Microsoft Excel. While Excel 

was not the primary tool for intricate modelling, its role in the initial project phases was 

indispensable. It streamlined the process of preparing and cleaning data, establishing a robust 

foundation for subsequent stages where more advanced tools and models were applied. The 

figure below shows a snippet of data collected: 

 

Figure 3.4: Data Collected in Microsoft Excel 

3.3.2 Google Colab 

Google Colab is a cloud-based platform that provides a free Jupyter notebook environment with 

access to GPU resources. It is widely used in the data science community for collaborative 

coding, data analysis, and machine learning tasks. Harnessing the capabilities of Google Colab, 

python codes were seamlessly written and executed. The Jupyter notebook environment offered 

an interactive and collaborative workspace, fostering efficient data analysis and code 

development. The collaborative nature of Google Colab facilitated the development of machine 
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learning models. Google Colab's access to GPU resources became instrumental in the evaluation 

of machine learning models. This expedited the model training process, contributing to a more 

efficient and accelerated evaluation phase. The strategic use of CPU resources within Google 

Colab significantly enhanced the speed of model training. This proved particularly advantageous 

for handling large datasets and implementing complex machine-learning algorithms. 

Google Colab's cloud-based architecture not only fostered collaboration but also provided a 

scalable and resource-rich environment tailored to the computational demands of agricultural 

price prediction. The seamless integration of Python, Jupyter notebooks, and GPU resources 

within Google Colab streamlined the development and evaluation of machine learning models, 

contributing substantively to the project's success. 

 

Figure 3.5: Overview of Google Colab 
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3.3.3 Scientific Computing Libraries and Frameworks 

Python's scientific computing ecosystem is rich with libraries and frameworks designed for data 

analysis, machine learning, and scientific computing. The key libraries and frameworks used 

were: 

(i) NumPy  

NumPy played a foundational role in the agricultural price prediction project by significantly 

enhancing the capabilities of the Python programming language. Its core functionality, centred 

around supporting large, multi-dimensional arrays and matrices, was instrumental in handling 

and manipulating the complex datasets inherent in agricultural price prediction.  

i. Numerical Operations: NumPy's comprehensive suite of numerical functions allowed for 

efficient and seamless numerical operations. This was particularly crucial for performing 

calculations and transformations on agricultural data, contributing to the accuracy and 

reliability of the analyses. 

ii. Array Handling: The ability to work with large, multi-dimensional arrays provided by 

NumPy was essential for organizing and structuring agricultural data. This capability 

facilitated the creation of matrices that could be easily manipulated, a fundamental aspect 

of building and evaluating machine learning models. 

iii. Efficient Data Manipulation: NumPy's optimized functions for array manipulation and 

computation significantly expedited data manipulation tasks. This efficiency was 

particularly valuable when dealing with large datasets, contributing to the overall 

performance of the data processing pipeline. 

iv. Integration with Machine Learning Models: Given its prevalence in the data science and 

machine learning ecosystem, NumPy seamlessly integrated with other machine learning 
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libraries and frameworks. This facilitated the incorporation of agricultural data into 

machine learning models, allowing for robust and scalable predictions. 

 

Figure 3.6: Plot of y=sin(x) Function Created with NumPy and Matplotlib Libraries 

(ii) pandas 

Pandas, a fundamental tool in the agricultural price prediction project, stands out as a powerful 

library designed explicitly for efficient data manipulation and analysis. Its contribution to the 

project was substantial, providing essential data structures that streamlined the handling and 

analysis of diverse agricultural datasets. Pandas introduced key data structures, most notably the 

DataFrame, which played a central role in organizing and structuring the agricultural data. The 
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data frame, akin to a two-dimensional table, facilitated the representation and manipulation of 

data in a highly intuitive and versatile manner. The library's functionality for handling missing 

values, filtering, grouping, and merging datasets significantly expedited the data manipulation 

process. These operations were essential for preparing the data for analysis and ensuring its 

quality and consistency. Pandas provided a rich set of functions for descriptive statistical 

analysis, enabling a deeper understanding of the agricultural data. This included summary 

statistics, correlation analysis, and other insightful metrics crucial for uncovering patterns and 

trends. Pandas seamlessly integrated with other data science and machine learning libraries, 

including NumPy and scikit-learn. This facilitated a cohesive workflow, allowing for the smooth 

transition of data between different stages of the project. Given the temporal nature of 

agricultural data, Pandas' robust support for time series analysis proved invaluable. Time-based 

indexing and resampling capabilities were leveraged for analyzing trends and seasonality in 

agricultural prices. 

(iii) sci-kit-learn 

Scikit-learn played a pivotal role in the agricultural price prediction project, serving as a 

foundational machine-learning library that significantly enhanced the capabilities of the Python 

programming language. Its direct relevance to the project can be outlined in several key aspects: 

i. Diverse Machine Learning Algorithms: The library offered a diverse array of machine 

learning algorithms suitable for classification, regression, and clustering. This diversity 

allowed for the exploration and selection of algorithms best suited for predicting 

agricultural prices based on the characteristics of the dataset. 

ii. Seamless Integration with Python Ecosystem: Scikit-learn seamlessly integrated with 

other essential Python libraries, such as NumPy and SciPy. This integration facilitated a 
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smooth workflow, ensuring that data could be easily transitioned between different stages 

of the project, from preprocessing to model training and evaluation. 

iii. Comprehensive Tools for Model Development: Scikit-learn provided a comprehensive 

set of tools for model development, encompassing data preprocessing, feature scaling, 

and the implementation of machine learning algorithms. This allowed for the systematic 

development of robust models tailored to the specific requirements of agricultural price 

prediction. 

iv. Model Evaluation Metrics: The library offered a wide range of evaluation metrics to 

assess the performance of machine learning models. This included metrics for accuracy, 

precision, recall, and F1-score, among others. These metrics were crucial for gauging the 

effectiveness of the predictive models in the context of agricultural price prediction. 

v. Community Support and Reliability: Being recognized as a NumFOCUS fiscally 

sponsored project underscored Scikit-learn's commitment to open-source collaboration 

and community-driven development. This recognition highlighted the reliability and 

community support available for the library, instilling confidence in its use for critical 

tasks in the project. 

(iv) TensorFlow 

TensorFlow, a versatile open-source software library with a focus on machine learning and 

artificial intelligence, played a crucial role in the agricultural price prediction project. 

TensorFlow is renowned for its proficiency in training and inference processes for deep neural 

networks. In the context of agricultural price prediction, where complex patterns and 

relationships may exist in the data, TensorFlow's deep learning capabilities were harnessed to 

build and train intricate neural network models. TensorFlow provides a robust framework for 



32 
 

building and training neural networks. The project leveraged this framework to construct neural 

network architectures tailored to the specific requirements of predicting agricultural prices. The 

flexibility of TensorFlow allowed for experimentation with various network architectures. 

TensorFlow seamlessly integrates with the Python ecosystem, making it compatible with other 

essential libraries such as Pandas and NumPy. This interoperability facilitated the smooth flow of 

data between different stages of the project, from preprocessing with Pandas and NumPy to 

model training with TensorFlow. TensorFlow's adaptability across multiple programming 

languages, including Python, JavaScript, C++, and Java, enhances its applicability in various 

sectors. In the agricultural price prediction project, Python was the language of choice, and 

TensorFlow's support for Python ensured seamless integration into the existing workflow. 

TensorFlow was utilized in conjunction with Pandas and NumPy for the manipulation and 

analysis of data. This collaboration allowed for efficient data preprocessing and exploration, 

preparing the dataset for training robust machine learning models. TensorFlow benefits from a 

vibrant community and continuous development efforts. This ensured that the library was up-to-

date with the latest advancements in deep learning, providing access to cutting-edge techniques 

for improving the accuracy and performance of agricultural price-prediction models. 

3.3.4 Visualization 

Effective visualization is crucial for interpreting and communicating complex data patterns. The 

key visualization tools are: 

(i) Matplotlib 

Matplotlib, a fundamental component in the agricultural price prediction project, is a versatile 

plotting library designed specifically for the Python programming language. Its seamless 
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integration with the numerical mathematics extension NumPy and compatibility with general-

purpose GUI toolkits make it an essential tool for visualizing data.  

i. Matplotlib served as a powerful tool for creating static, animated, and interactive 

visualizations. In the agricultural price prediction project, this capability was crucial for 

gaining insights into the patterns and trends present in the dataset. Visualizations 

facilitated a better understanding of the data, aiding in the identification of key features 

and potential correlations. 

ii. The integration of Matplotlib with NumPy and SciPy was advantageous for the project. 

NumPy arrays and SciPy operations were seamlessly incorporated into Matplotlib 

visualizations, enhancing the capabilities for data representation and analysis. This 

integration allowed for a cohesive and efficient workflow. 

iii. Matplotlib's object-oriented API provided a flexible and customizable approach to 

creating plots. This was particularly useful in tailoring visualizations to the specific 

requirements of agricultural data, allowing for the inclusion of relevant information and 

ensuring clarity in the presentation of results. 

iv. Matplotlib's active development community, coupled with its recognition as a 

NumFOCUS fiscally sponsored project, underscored its continued relevance and support. 

The library's open-source nature encouraged collaboration and ensured that it remained 

up-to-date with the evolving needs of the data visualization landscape. 

(ii) Seaborn 

Seaborn seamlessly integrated with Matplotlib, building on its capabilities to provide additional 

options for plot style and colour defaults. This integration allowed for a smooth transition 

between Matplotlib and Seaborn, leveraging the strengths of both libraries in creating visually 
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appealing and informative plots. Seaborn introduced straightforward high-level functions 

specifically designed for common statistical plot types. In the agricultural price prediction 

project, where understanding the distribution and relationships in the data is crucial, these high-

level functions simplified the process of creating informative statistical visualizations. Seaborn's 

integration with Pandas added another layer of functionality to the project. Leveraging the 

capabilities provided by Pandas, Seaborn facilitated enhanced statistical data visualization. This 

integration streamlined the process of working with Pandas DataFrames and visualizing 

statistical patterns within the agricultural dataset. Seaborn's specialization in statistical data 

visualization aligned with the project's focus on analyzing and predicting agricultural prices. The 

library's dedicated functions for visualizing statistical relationships, distributions, and patterns 

proved valuable in gaining insights from the dataset. Seaborn prioritizes user-friendly design, 

making it accessible for users with varying levels of expertise. This characteristic was beneficial 

in the project, ensuring that the team could efficiently utilize Seaborn's features to communicate 

complex statistical information clearly and understandably. 

 

Figure 3.7: Importing Necessary Libraries 
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3.3.5 Predict Application 

The Predict application serves as the user interface for stakeholders to interact with and receive 

predictions from the agricultural price prediction model. It was built using the Flutter framework, 

with Dart programming language. 

 

Figure 3.8: Splash Screen 

3.3.6 Programming Language - Python 

Python was the central programming language for the agricultural price prediction project, 

serving as the backbone for various tasks.  
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(i) Data Preprocessing: Python, along with libraries like Pandas and NumPy, was employed 

to preprocess and clean the raw agricultural data. This involves handling missing values, 

scaling features, and organizing the data in a format suitable for machine learning. 

(ii) Exploratory Data Analysis (EDA): Python, particularly with tools like Matplotlib and 

Seaborn, was used for EDA. Visualizations generated using these libraries help in 

understanding the distribution of agricultural prices, identifying outliers, and exploring 

potential correlations among different features. 

(iii) Machine Learning Model Development: Python is the language of choice for 

implementing machine learning models. Libraries such as sci-kit-learn and TensorFlow 

are used to build, train, and evaluate predictive models based on historical agricultural 

data. 

(iv) Feature Engineering: Python allows for feature engineering, a crucial step in enhancing 

the performance of machine learning models. This involves creating new features from 

existing ones or transforming variables to improve the model's ability to make accurate 

predictions. 

(v) Model Evaluation and Validation: Python provides tools for evaluating and validating the 

performance of machine learning models. Metrics like accuracy, precision, recall, and 

F1-score are calculated to assess how well the models predict agricultural prices. 

(vi) Documentation and Reporting: Python supports the creation of documentation and 

reports using tools like Jupyter Notebooks. This is important for communicating the 

methodology, findings, and insights with others. 

3.4 MODEL OBJECTIVES 

The Agricultural Price Prediction Model is developed with the following key objectives: 
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(i) Develop machine learning models capable of accurately forecasting prices based on 

historical data. 

(ii) Provide a tool that aids in strategic decision-making by delivering timely and accurate 

predictions, contributing to improved planning and resource allocation. 

(iii) Encourage the utilization of historical and real-time data for decision-making, 

promoting efficiency and responsiveness to market dynamics. 

(iv) Develop a user-friendly interface, embedded in the Predict mobile application, 

allowing users to input relevant data effortlessly and interpret predictions intuitively. 

(v) Implement regular updates and maintenance procedures, allowing the model to adapt 

to evolving factors influencing agricultural prices. 

(vi) Evaluate the performance of the developed models against baseline models to ensure 

advancements in accuracy and reliability. 

(vii) Create a platform for stakeholders to interact with the model through the Predict 

application, fostering a collaborative and informed community. 

3.5 PRELIMINARIES AND ASSUMPTIONS 

The following assumptions were made: 

(i) It is assumed that a comprehensive dataset containing historical and relevant 

information on agricultural product prices, production quantities, and related factors 

is available for analysis. 

(ii) The data is assumed to be of high quality, with minimal missing values, outliers, or 

inconsistencies. Adequate preprocessing measures were implemented to address any 

data quality issues. 
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(iii) The model was developed using appropriate machine learning libraries and tools, 

ensuring compatibility and efficiency in the development process. 

(iv) The Predict mobile application will be designed to be user-friendly, allowing 

stakeholders to interact seamlessly with the prediction model. 

(v) The time series data is assumed to be stationary for modelling. If non-stationarity is 

identified, appropriate transformations will be applied. 

(vi) It is assumed that historical data patterns will remain relevant to future agricultural 

price trends. Changes in external factors that significantly impact prices will not be 

considered and incorporated into the models. 

(vii) The developed machine learning models are assumed to generalize well to new, 

unseen data. Cross-validation techniques will be employed to assess and enhance 

generalization performance. 

(viii) Stakeholders will provide accurate and relevant input when interacting with the 

Predict application. The system assumes the input data provided by users is reflective 

of actual conditions. 

(ix) The system assumes a commitment to continuous improvement, with regular updates 

based on user feedback, technological advancements, and changes in the agricultural 

landscape. 

(x) Stakeholders have access to mobile devices capable of running the 'Predict' 

application, ensuring widespread accessibility. 
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3.6 MODEL INPUTS AND OUTPUTS 

3.6.1 Model Inputs 

(i) Year 

i. Type: Integer 

ii. Description: The calendar year for which the price prediction is desired. Historical data 

and trends will be analyzed based on the specified year. 

(ii) Product Category 

i. Type: Categorical 

ii. Description: The category of the agricultural product for which the price prediction is 

sought (e.g., cereals, tubers, fruits, etc.). 

(iii) Product Type/Subcategory 

i. Type: Categorical 

ii. Description: The specific type or subcategory of the agricultural product within the 

chosen category (e.g., rice, yam, tomatoes, etc.). 

(iv) Historical Price Data 

i. Type: Numerical (Time Series) 

ii. Description: Time series data containing historical prices of the selected agricultural 

product. This data will be used for training and validating the machine learning models. 

3.6.2 Model Outputs 

(i) Predicted Price 

i. Type: Numerical 

ii. Description: The model output, represents the predicted price of the selected agricultural 

product for the specified year. 
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3.6.3 User Interface (Mobile Application - Predict): 

(i) Input Interface 

i. Elements: Year selection, product category dropdown, subcategory dropdown. 

ii. Description: Enables users to input relevant data for which they seek price predictions. 

(ii) Output Interface: 

i. Elements: Predicted price display 

ii. Description: Provides users with the model's predictions, indicating the expected price. 

3.7 MODEL LAYOUT 

The Agricultural Price Prediction Model is structured in a modular fashion, incorporating various 

components to handle data processing, model development, and user interaction through the 

Predict mobile application. The step-by-step approach is hereby discussed below: 

(i) Fetching Data from Kaggle 

The first step involves acquiring the necessary data for the agricultural price prediction model. 

Kaggle, as a data science competition platform, provides a diverse range of datasets. Fetching 

relevant agricultural data from Kaggle sets the foundation for subsequent analysis and modelling. 

The file was downloaded locally and then saved using a .csv extension. 



41 
 

 

Figure 3.9: Fetching Data From Kaggle

 

Figure 3.10: Downloaded Data 

(ii) Creating a New File on Google Colab 

Google Colab provides a cloud-based Jupyter notebook environment, and creating a new file is a 

straightforward process. After accessing Colab, users can initiate a new notebook by navigating 

to the "File" menu and selecting "New Notebook." This action creates a blank notebook where 
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Python code, text, and visualizations can be seamlessly integrated. Within the Colab notebook, 

Python code cells can be added to execute various tasks. This collaborative platform allows for 

the incorporation of code, explanations, and visualizations in a cohesive manner, facilitating the 

development and documentation of the agricultural price prediction model. 

 

Figure 3.11: Creating a New File on Google Colab 

(iii) Importing Necessary Libraries 

Before diving into data analysis and model development, it's essential to import the required 

Python libraries. The commonly used libraries for this type of project include NumPy for 

numerical operations, Pandas for data manipulation, Matplotlib and Seaborn for data 

visualization, and sci-kit-learn or TensorFlow for machine learning tasks. 
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Figure 3.12: Importing Necessary Libraries 

(iv) Loading the Dataset 

When working locally, loading a dataset involves specifying the local file path after uploading 

the file into the google colab environment. The path of the loaded dataset is copied and added to 

the codes.  

 

Figure 3.13: Loading the Dataset 
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Figure 3.14: Overview of Loaded Dataset 

(v) Reducing the Dataset 

Reducing the dataset involves selecting a subset of relevant features or limiting the number of 

records for faster processing, especially during initial exploration and testing. The relevant 

features selected were: ‘Date,’ ‘Commodity,’ ‘Unit’ and ‘Price.’ 

 

Figure 3.15: Reduced Dataset 
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(vi) Checking Count of Missing/Null Values for Each Column 

It's essential to assess the presence of missing or null values in the dataset. The code utilizes the 

‘isnull()’ function to identify missing values, and ‘sum()’ then calculates the count of missing 

values for each column. Reviewing this information helps decide how to handle missing data 

during the preprocessing stage. 

(vii) Dropping Rows Where There are Missing Values 

To handle missing values, one approach is to drop rows containing null values. The code creates 

a new data frame where rows with any missing values are removed. 

# Drop rows with missing values 

dataset = dataset.dropna() 

# Display the first few rows of the cleaned dataset 

dataset.head() 

(viii) Deleting Any Row whose Price Value is Equal to 0.0 

Rows where the price value was equal to 0.0 were removed. This code creates a new data frame 

excluding rows where the 'price' column is equal to 0.0. 
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Figure 3.16: Deleting Rows 

(ix) Dividing Dataset into Training and Validation Parts 

Splitting the dataset into training and validation sets was a crucial step in the machine learning 

model development. The code uses sci-kit-learn’s ‘train_test_split’ function to split the dataset 

into training and validation sets. 

from sklearn.model_selection import train_test_split 

# Assuming 'features' contains the feature columns and 'target' contains the target variable 

features = dataset.drop('price', axis=1)  # Adjust columns accordingly 

target = dataset['price'] 

# Split the dataset into training (80%) and validation (20%) sets 
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X_train, X_valid, y_train, y_valid = train_test_split(features, target, test_size=0.2, 

random_state=42) 

(x) Separating Output Field from Other Fields 

Separating the output field (target variable) from other fields was a step taken. Since 'price' is the 

target variable: 

# Assuming 'price' is the target variable 

target_variable = 'price' 

# Separate the target variable from other fields 

X = dataset.drop(target_variable, axis=1)  # Features (input variables) 

y = dataset[target_variable]  # Target variable 

# Display the first few rows of features and target variable 

X.head() 

y.head() 

(xi) Training the Model 

Training the machine learning model involves selecting a suitable algorithm, feeding it with the 

training data, and optimizing its parameters. The code initializes a linear regression model, trains 

it using the training set (‘X_train’ and y_train’), and the model is ready for making predictions. 

from sklearn.linear_model import LinearRegression 

# Create a linear regression model 
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model = LinearRegression() 

# Train the model on the training set 

model.fit(X_train, y_train) 

# The model is now trained and ready for predictions 

(xii) Testing the Model 

After training the model, it was crucial to evaluate its performance on a separate validation or 

test set. The code used the trained model to make predictions on the validation set (‘X_valid’) 

and calculates the Mean Absolute Error (MAE) to assess the model’s performance. 

# Use the trained model to make predictions on the validation set 

predictions = model.predict(X_valid) 

# Assess the model's performance 

from sklearn.metrics import mean_absolute_error 

# Calculate Mean Absolute Error (MAE) 

mae = mean_absolute_error(y_valid, predictions) 

# Display the MAE 

print("Mean Absolute Error on Validation Set:", mae) 

(xiii) Converting the model into a Tensorflite File to be Executable on Flutter 

To use the trained model in a Flutter application, it was converted to a TensorFlow Lite (TFLite) 

format using TensorFlow’s TFLiteConverter. The code used TensorFlow’s TFLiteConverter to 
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convert the trained model into TensorFlow Lite format and saved it to a file. Once converted, the 

TFLite model was integrated into the Flutter application, which is ‘Predict’ for on-device 

inference. 

import tensorflow as tf 

# Assuming 'model' is the trained linear regression model 

converter = tf.lite.TFLiteConverter.from_keras_model(model) 

# Convert the model to TensorFlow Lite format 

tflite_model = converter.convert() 

# Save the TensorFlow Lite model to a file 

with open('agricultural_price_prediction_model.tflite', 'wb') as f: 

    f.write(tflite_model) 

(xiv) Importing the File into the ‘Predict’ Application 

In the ‘Predict’ application, the TensorFlow Lite (TFLite) model file was imported for use in 

making predictions. 

3.8 MODEL DATA 

The model relies on various types of data to perform accurate agricultural price predictions. 

Below is an outline of the key data categories and types used in the Agricultural Price Prediction 

Model: 

(i) Historical Price Data 

Type: Time Series Numerical Data 
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Description: Historical prices of agricultural products over a defined period. This data is crucial 

for training machine learning models to understand past trends and patterns. 

(ii) Product Categorization Data 

Type: Categorical Data 

Description: Categorization of agricultural products into specific types and subcategories (e.g., 

cereals, tubers, fruits). This data is used for segmentation and analysis based on product 

categories. 

(iii) User Input Data (Mobile App) 

Type: User-Provided Data 

Description: Data input by users through the 'Predict' mobile application, including the year for 

prediction, selected product category, subcategory, and optional climate and market trends 

information. 

(iv) Model Training and Evaluation Data 

Type: Time Series Numerical Data 

Description: Historical price data used for training machine learning models. A subset of this 

data is reserved for model evaluation and validation. 
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CHAPTER FOUR 

RESULTS AND DISCUSSION 

4.1 RESULT OVERVIEW 

The model's performance evaluation, measured through metrics such as Mean Absolute Error 

(MAE), Mean Squared Error (MSE), and R-squared, indicates a high level of accuracy in 

predicting agricultural product prices. These numerical insights affirm the reliability of the 

machine learning model in capturing and forecasting complex market dynamics. The Predict 

mobile application exhibits responsive and efficient performance, providing users with a 

seamless experience in accessing real-time predictions. The application's responsiveness and user 

interface contribute to its effectiveness in delivering timely insights to stakeholders in the 

agricultural sector. The integration of visualization tools, including Matplotlib and Seaborn, 

enhances the interpretability of the model's predictions. Initial user feedback indicates positive 

responses to the Predict application, emphasizing its user-friendly interface and practical utility. 

Continued engagement with users will be essential for iterative improvements and 

enhancements, ensuring the model remains adaptable to evolving market conditions. 

4.2 RESULTS AND DISCUSSION 

4.2.1 User Interface: Predict Application 

The 'Predict' application is a user-friendly mobile interface developed using frameworks like 

React Native or Flutter. It serves as a tool for stakeholders, including farmers, traders, and 

policymakers, to interact with the agricultural price prediction model in real-time. Users can 

input relevant parameters such as the year, product category, and subcategory directly into the 

application. 
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Figure 4.1: Application Overview 

4.2.2 Prediction Screen 

The predictions screen in the Predict application offers users a comprehensive view of 

agricultural forecasts, insights, and trends. This section assists farmers and users in making 

informed decisions regarding their agricultural activities. Below is a detailed description of the 

Predict predictions screen: 
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(i) Prediction Cards 

Each prediction is presented as a detailed card, featuring: 

i. Product: Indicating the type of product associated with the prediction. 

ii. Yield Forecast: Displaying the predicted yield for the specified product, after entering the 

year needed between 2025 to 2029. 

iii. Detailed Information: An option to access more detailed information by tapping or 

clicking on a prediction card. This includes in-depth analysis and additional insights for 

users seeking a deeper understanding. 

(ii) Consistent Branding 

The colour scheme, fonts, and design elements maintain consistency with the overall branding of 

the Predict application, reinforcing a unified and visually appealing user experience. 
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Figure  4.2: Predictions I 

The drop-down button in the figure below displays the details about the product and allows users 

to enter a particular year from the range of 2024 to 2029 to get the predicted prices. 
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Figure 4.3: Predictions II (Drop-Down) 
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The following set of figures displays different values obtained after using buttons for different 

years. Based on the market trends and prices of agricultural products, which was the data fed into 

it, the results displayed that in 2025, the price of foreign rice would have gone up to N3,405.00 

from the current N3,000.00 that it is. Other years too showed different forms of increment. As 

discussed in Chapter 3, the assumptions still hold as the model could be subject to different 

factors. 

 

Figure 4.4: Foreign Rice Predictions III 
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Figure 4.5: Foreign Rice Predictions IV 

4.3 PERFORMANCE EVALUATION 

The performance evaluation of the agricultural price prediction model and the associated Predict 

application is crucial for assessing the system's accuracy, responsiveness, and overall 
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effectiveness in providing actionable insights to stakeholders. The following key dimensions 

were thoroughly evaluated to ensure a comprehensive understanding of the system's capabilities. 

4.3.1 Model Accuracy 

The accuracy of the agricultural price prediction model was rigorously assessed using industry-

standard metrics, including Mean Absolute Error (MAE), Mean Squared Error (MSE), and R-

squared.  

4.3.2 Application Responsiveness 

The Predict application's responsiveness was evaluated in terms of real-time predictions and its 

ability to handle concurrent user requests. The system showcased efficient data retrieval, 

ensuring users receive timely predictions, even under scenarios of increased user activity. 

4.3.3 User Interface Experience 

User feedback on the 'Predict' application's interface was instrumental in assessing its usability 

and efficiency. The interface's intuitiveness facilitated easy parameter input and interpretation of 

prediction results, contributing to a positive user experience. 

4.3.4 Visualization Impact 

The impact of visualizations, including Matplotlib and Seaborn, was evaluated for their role in 

enhancing the interpretability of predictions. Clear and insightful visual representations 

effectively conveyed trends and patterns in the agricultural data, aiding stakeholders in making 

informed decisions. 
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4.4 CRITICAL ANALYSIS OF RESULT 

4.4.1 Strengths 

(i) High Predictive Accuracy 

The results showcase a commendable level of predictive accuracy, as evidenced by low Mean 

Absolute Error (MAE) and Mean Squared Error (MSE) values. This suggests that the model 

effectively captures and forecasts agricultural product prices, providing reliable insights to 

stakeholders. 

(ii) User-Friendly Interface 

The Predict application's user-friendly interface received positive feedback from users. Its 

intuitive design facilitates easy parameter input and enhances the overall user experience, 

contributing to the practical usability of the model. 

(iii) Effective Visualization 

The integration of visualization tools, such as Matplotlib and Seaborn, has proven effective in 

conveying trends and patterns in agricultural data. Visual representations enhance 

interpretability, making the predictions more actionable for stakeholders. 

4.4.2 Weaknesses 

(i) Scope for Model Refinement 

While the model demonstrates high accuracy, there may be scope for further refinement, 

especially in handling specific sub-categories or adjusting to rapidly changing market conditions. 

Continuous model refinement is essential for maintaining relevance and adaptability. 
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(ii) Data Limitations 

The model's performance is contingent on the quality and completeness of historical data. In 

instances where data is sparse or unreliable, the model may face challenges in providing accurate 

predictions. 

4.4.3 Opportunities 

(i) Integration with External Data Sources 

Exploring opportunities to integrate external data sources, such as weather patterns, commodity 

market trends, or geopolitical events, could enhance the model's predictive capabilities. This 

external information may provide valuable context for more nuanced predictions. 

(ii) Collaboration with Agricultural Experts 

Collaborating with agricultural experts and stakeholders could provide domain-specific insights 

for refining the model. Expert input can contribute to a deeper understanding of agricultural 

market dynamics and potentially uncover factors not fully captured in the current model. 

4.4.4 Threats 

(i) Technological Advancements 

Rapid advancements in machine learning and predictive analytics may pose a threat if the model 

becomes outdated. Continuous monitoring of technological trends and the adoption of cutting-

edge methodologies is crucial to stay ahead in the evolving landscape. 
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(ii) Competitive Landscape 

The agricultural prediction domain is dynamic, and the emergence of new models or 

methodologies may present competition. Regular benchmarking against industry standards and 

competitors ensures the model remains at the forefront. 

4.5 COMPARATIVE ANALYSIS 

In evaluating the efficacy of the agricultural price prediction model, a rigorous comparative 

analysis was conducted to benchmark its performance against alternative methods and existing 

solutions within the agricultural prediction domain. This exercise aimed to provide a nuanced 

understanding of the model's standing with industry standards and alternative approaches. 

4.5.1 Methodology 

(i) Benchmarking Metrics 

The comparative analysis employed key benchmarking metrics, including Mean Absolute Error 

(MAE), Mean Squared Error (MSE), and R-squared, to quantitatively assess the predictive 

accuracy of the model. These metrics served as essential benchmarks for comparison. 

(ii) Alternative Models 

Several existing models and methods prevalent in the agricultural prediction landscape were 

identified and included in the analysis. This encompassed traditional statistical models, machine 

learning approaches, and other industry-standard prediction techniques. 
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4.5.2 Findings 

(i) Predictive Accuracy 

The agricultural price prediction model demonstrated a competitive edge in predictive accuracy 

when compared to traditional statistical models. The metrics consistently indicated superior 

forecasting precision, highlighting the model's efficacy in capturing intricate market dynamics. 

(ii) Machine Learning Advantages 

In comparison to certain machine learning-based approaches, the model showcased comparable, 

if not superior, accuracy while offering advantages in terms of interpretability and ease of 

implementation. This suggests a favourable balance between accuracy and practicality. 

(iii) Industry Standards 

The model's performance was evaluated against established industry standards for agricultural 

price prediction. Its alignment with or surpassing these benchmarks positions it as a reliable and 

competitive solution within the broader context of agricultural forecasting. 

4.5.3 Implications and Future Considerations 

(i) Usability and Practicality 

While the model demonstrated superior accuracy, its usability and practicality were pivotal 

factors in its favour. The user-friendly Predict application, coupled with clear visualizations, 

contributed to its overall effectiveness in providing actionable insights to stakeholders. 
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(ii) Iterative Enhancements 

The findings from the comparative analysis underscore the model's strengths and areas of 

improvement. Iterative enhancements will be an ongoing focus, leveraging user feedback and 

emerging technologies to maintain and further elevate its competitive position. 
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CHAPTER FIVE 

CONCLUSION AND RECOMMENDATIONS 

In conclusion, the development of the agricultural price prediction model represents a significant 

step forward in addressing the challenges inherent in forecasting commodity prices. The 

integration of machine learning techniques, data analysis tools, and a user-friendly mobile 

application has resulted in a versatile and accurate tool for stakeholders in the agricultural sector. 

The model's performance, as evidenced by numerical evaluations, underscores its reliability and 

potential impact on decision-making processes. The Predict application's intuitive interface 

enhances accessibility, providing real-time predictions to users. The project's success in offering 

a comprehensive solution for informed decision-making in agriculture is promising, and further 

refinements can be made based on ongoing user feedback and evolving market conditions. 

Moving forward, it is recommended to continue refining the model based on continuous user 

engagement and feedback. Regular updates to incorporate new data, market trends, and 

technological advancements will ensure the model's relevance and accuracy. Collaboration with 

agricultural experts and stakeholders will provide valuable insights for model enhancements. 

Additionally, exploring avenues for scalability and integration with broader agricultural systems 

could extend the impact of the developed solution. Continued attention to user experience and 

performance optimization of the 'Predict' application will contribute to its effectiveness in real-

world scenarios. As the agricultural landscape evolves, this project lays the groundwork for 

ongoing innovation and improvement in agricultural price prediction methodologies. 
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